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Hierarchical Morse Complexes

Herbert Edelsbrunner
Computer Science, Duke University

In this talk we consider the computational problem of extracting and expressing the structure imposed on a manifold by a Morse function defined over that manifold. Take for example a terrain specified by a smooth height function $h : \mathbb{S}^2 \rightarrow \mathbb{R}$ over the 2-sphere (e.g. the surface of the earth). The critical points of $h$ are minima, saddles, and maxima, and their stable and unstable manifolds decompose $\mathbb{S}^2$ into the cells of what we call the Morse complex of $\mathbb{S}^2$ and $h$. Apart from constructing that complex, we are interested in defining and constructing a hierarchy, where we have a Morse complex for each scale level. Levels are distinguished by measuring the persistence of critical points and suppressing the ones with persistence less than the level threshold. In a nutshell, the persistence of a maximum is its height advantage over the highest saddle around it, the persistence of a minimum is its depth advantage over the lowest saddle around it, and the persistence of a saddle is that of its associated minimum or maximum. Mathematically, we can imagine climbing up in the hierarchy by annihilating critical points in pairs. Computationally, we may do exactly that by applying a local smoothing operation, or we may choose to simplify by applying the corresponding local transformation to the Morse complex.

The project outlined above requires new ideas on a number of problems, and it is probably best to describe these problems and their solutions in isolation, and to combine the pieces in the end. This talk is about work in progress. For some of the problems we have complete solutions including software, and for others we do not. The pieces we use to form a complete solution are

A Betti numbers for filtrations.
B Persistent homology groups and Betti numbers.
C Simulation of smoothness on a piecewise linear manifold.
D Combinatorial and numerical Morse complexes.

We think we understand Problems A and B completely, also for filtrations of three-dimensional simplicial complexes in $\mathbb{S}^3$. These related to Morse functions $\delta : \mathbb{S}^3 \rightarrow \mathbb{R}$ as produced by MRI and other density measuring devices. The numerical challenges in Problems C and D seem significantly more difficult than for height functions over 2-manifolds, but we are optimistic that through tight coupling of combinatorial and numerical computations we can construct structures that are at the same time topologically consistent and numerically most plausible.
Approaches to Interactive Visualization of Large-scale Dynamic Astrophysical Environments

Andrew J. Hanson Philip Chi-Wing Fu

Indiana University, Bloomington, Indiana, USA
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Abstract

Dynamic astrophysical data require visualization methods that handle dozens of orders of magnitude in space and time. Continuous navigation across large scale ranges presents problems that challenge conventional methods of direct model representation and graphics rendering. The frequent need to accommodate multiple scales of time evolution, both across multiple spatial scales and within single spatial display scales, compounds the problem because direct time evolution methods may also prove inadequate.

We discuss systematic approaches to building interactive visualization systems that address these issues. The concepts of homogeneous power coordinates, pixel-driven environment-map-to-geometry transitions, and hierarchical antialiased moving-object representations are suggested to handle large scales in space and time. Families of techniques such as these can then support the construction of a virtual dynamic Universe that is scalable, navigable, dynamic, and extensible. Finally, we describe the design and implementation of a working system based on these principles, along with examples of how our methods support the visualization of complex astrophysical effects such as causality and the Hubble expansion.

Keywords: visualization, virtual reality, astrophysics, cosmology

1 Introduction

Exploring large-scale data sets that have a time component requires special attention to spatial and temporal scaling as well as representation issues. We describe a multilevel approach to static data sets that are not necessarily large in the quantity of data, but are large in the number of orders of magnitude of spatial scale required in the representations, as well as addressing the additional challenges of animation and time evolution, visualizing dynamics across many time scales, and integrating the resultant displays with large spatial scale ranges.

1.1 Challenges of Large-scale Dynamic Astrophysics Visualization

To navigate through large-scale dynamic astrophysical data sets, we must overcome difficulties such as the following:

- **Spatial magnitude.** Our data sets sweep through huge orders of magnitude in space. For instance, the size of the Earth is of order $10^7$ meter while its orbit around the Sun is of order $10^8$ meter. However, the bright stars in the night sky, the stars in the galaxy near our Solar System, go out to about $10^{15}$ m, while the visible Universe may stretch out to $10^{27}$ m. Having a unified system to navigate through all these data sets is difficult.

- **Temporal magnitude.** Besides huge orders of magnitude in space, we encounter huge orders of magnitude in time. It takes one day for the Earth to rotate once on its axis, while it takes one year to orbit around the Sun, and Pluto takes almost 248 years. In contrast, our galaxy takes 240 million years to complete one rotation. Thus, handling motion and animation timing properly in astronomical visualization requires special attention.

- **Reference Frames.** There is no absolute reference center for the Universe. We cannot have the same reference frame fixed to the Earth as it moves around the Sun and to the Sun as it moves through the Milky Way. In a dynamic astronomical environment, nothing is at rest. Neither the Ptolemaic Model nor the Copernican model is adequate to simulate the dynamic interaction among data sets because we can place the observer anywhere.
In the next three sections, we discuss techniques for dealing with the above problems: large spatial scale, large time scale, and consistent navigation in dynamic large-scale environments. Then, we present our system design and implementation that addresses these issues.

2 Large Spatial Scales

2.1 Homogeneous Power Coordinate in Space

To handle large spatial scales, we use the homogeneous power coordinates in $P = (X, Y, Z)$, are represented by homogeneous power coordinates, $p = (x, y, z, s)$, such that

$$s = \log_k ||P||$$

$$(x, y, z) = (X/k^s, Y/k^s, Z/k^s)$$

where $k$ is the base. In practice, $k$ is normally 10.

In this way, we can separate the original physical representation into its order of magnitude, the log scale ($s$), and its unit-length position (or direction) $(x, y, z)$ relative to the original representation. This formulation helps us not only to avoid hitting the machine precision limit during calculation, but also gives us a systematic way to model data sets at different levels-of-detail (LOD) and position them in our virtual environment relative to the current viewing scale.

2.2 Navigating Large-scale in Space

In our system, we define the navigation scale, $s_{\text{nav}}$, as the order of magnitude at which we are navigating through space; that is, one unit in the virtual environment is equivalent to $10^{s_{\text{nav}}}$ m in our real Universe. Consequently, traveling through one unit in the virtual environment gives the sensation of traveling through $10^{s_{\text{nav}}}$ m in the physical Universe. We can thus adapt the step-size to an exploration of space; that is, one unit in the virtual environment is equivalent to its unit-length position (or direction) $(x, y, z, s)$ relative to the current viewing scale.

2.3 Levels-of-detail in Space

Besides assisting navigation, we employ $s_{\text{nav}}$ to select different levels-of-detail (LOD) in space. The use of LODs to select rendered graphics objects relative to a display pixel has been explored by Hitchner, Astheimer, Maciel, and Reddy. . ., under certain conditions when the scale of a data set is greater than $s_{\text{nav}}$, the data set can be represented as an environment map with minimal perception error.

On the other hand, when the scale of a data set is small compared to $s_{\text{nav}}$, we can pick up a smaller scale space-LOD and use that to represent the data set. In addition, when the object size is smaller than one pixel on the screen, we can ignore its rendering unless it is for some reason “flagged” as an important object that warrants an out-of-proportion icon (this is a classic map-making strategy). Details concerning space-LODs and their relation to $s_{\text{nav}}$ are given in the Rotating Scale algorithm of section 4.

3 Large Time Scales

3.1 Representing Large Scale Ranges and Steps in Time

To handle large scales in time, we developed a log scale technique based on the same general concepts as our spatial scaling. In parallel to the spatial scale $s_{\text{nav}}$, we can define an animation scale, $t_{\text{nav}}$: quantitatively, this time variable specifies the equivalence between one second of observer’s screen time (the wall clock) and $10^{s_{\text{nav}}}$ seconds in the simulated Universe. That is, if $t_{\text{nav}}$ is 7.4988, we could observe the Earth in the virtual Universe going around the sun once each second. Using this rule, we can determine the observable period of motion, $t'$ (in seconds), for a specified $t_{\text{nav}}$ with the formulas:

$$t' = 10^{t_{\text{motion}} - t_{\text{nav}}}$$

Consequently, if we want to visualize the rotation of the Earth on its axis, we can reduce $t_{\text{nav}}$ from 7.4988 to 4.9365, which corresponds to a time scale of one day.

3.2 Levels-of-Detail in Time

For a given value of $t_{\text{nav}}$, the Earth will orbit too slowly around the Sun in viewer time, while the moon will orbit too fast. In the former case, we still want to visualize Earth’s direction of motion even if there is no apparent movement; in the latter case, we still want to see the subset of space (the orbit) occupied by the moon over time, and we still want to see the other planets move in screen time. To have a richer visualization for these “too slow” and “too fast” situations, we can once again make use of $t_{\text{motion}}$ and $t_{\text{nav}}$. To handle “too fast” motions, we represent the path as a comet tail. For “too slow” motions, we display a little arrow indicating its direction of motion.

Motion Blur Model. Certain common astronomical models such as planets and moons not only move in their orbits, but spin on their axes. When the object’s surface is represented by a complex texture, this rotation creates a texture representation problem exactly analogous to the too-slow/too-fast orbit problem. Whenever the textured object...
reaches a time scale where the texture is moving by a large amount in a unit of screen time, the motion loses smoothness and undesirable effects such as stroboscopic aliasing become apparent. We handle this problem by adopting a texture-based motion blur method (see Figure 3) that gives the object a smoother appearance as it speeds up as well as eliminating stroboscopic effects. For very fast rotation speeds, the texture turns into blurred bands exactly analogous to the satellite trails.

4 Modeling our Virtual Universe

Using our scalable representations for space and time variables, we are able to model the full range of physical scales in our virtual Universe. In this section, we first examine the concept of scalable data sets, and then show how we connect scalable models together to form our principal internal data structure, the Interaction Graph. This graph enables us to represent a dynamic virtual Universe that is scalable, navigable, and extensible.

![Interaction Graph for the Universe data set collection.](image)

In the interaction graph, each data set is a node and node-node interactions are represented as edges. Figure 1 depicts a typical interaction graph. Note that this interaction graph differs from the scene graph structure (the tree structure traversed in the rendering process). No particular data set is singled out as the root node; the interaction graph serves mainly to 1) organize the data sets by their interactions, 2) facilitate scaling, and 3) allow cascaded animation update.

5 Results

Time-Adjusted Representations. Figure 2 in the color plate section shows a series of Solar System models for different values of $t_{\text{nav}}$. Going from Figure 2(a) to Figure 2(c), we can see that the length of comet tails (Pluto, Neptune and Uranus) shorten as $t_{\text{nav}}$ goes from 10.0 down to 9.0; finally, when $t_{\text{nav}}$ reaches 6.0, these planets move too slowly to have apparent motions in user time, and the comet tails are replaced by arrows representing long-term motion. Note that all images were captured during real-time system operation.

Motion Blur Representations. In Figure 3 we show a family of representations of a rotating textured object, in this case the Earth. For rotation speeds that are commensurate with screen time, the full detailed texture is appropriate. However, when the animation speeds up, the detailed texture would exhibit undesirable stroboscopic effects; progressively motion-blurring the texture creates an intuitively appealing visualization of the animation.

The Lightcone Clock. Finally, we introduce the Lightcone Clock, which symbolizes the visible volume of a single view frustum of spacetime; since the velocity of light is finite, each slice in distance is also a picture taken at one particular instant of time. The correspondence between the time when the currently-observed light was emitted from each disk and the emitter’s distance from us in comoving coordinates motivates our describing this visualization as a clock.

In order to provide a more effective summary viewpoint of the datasets in the Lightcone Clock, we have adopted a logarithmic scale. The canonical viewing origin on the Earth is at the bottom tip of the Lightcone, and the final upper surface is the event horizon for the first visible radiation, the Cosmic Microwave Background. Figure 4(a) shows the shape of the Lightcone when we use comoving coordinates. When we take the Hubble expansion into account by incorporating the effective radius $a(t)$, the Universe in physical coordinates shrinks with the size of $a(t)$; at the upper (CMB) end of the Hubble-corrected Lightcone Clock, the Universe was less than 1/1000 of its present size. Figure 4(a-e) illustrates the morphing from the comoving-coordinate Lightcone to the $a(t)$-rescaled physical-coordinate Lightcone.
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Figure 2. “Too fast” representations at (a) roughly 300 years per screen second and (b) roughly 30 years per screen second. (c) The “too slow” representation for the motion of planets in our Solar System at a scale of approximately 10 days per screen second.

Figure 3. Motion Blur Representation: (a) Normal texture. (b) Texture blur for one rotation in two screen seconds. (c) Texture blur for one rotation in less than one screen second.

Figure 4. Morphing the Lightcone from Comoving Coordinates to $a(t)$-rescaled Physical Coordinates.
Using Isosurface Methods for Visualizing Solids defined by Multivariate Functions.

Kenneth I. Joy*
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University of California, Davis

Abstract

We present a method for calculating the envelope surface of a parametric solid object swept along a path in three-dimensional space. The boundary surface of the solid is the combination of parametric surfaces and an implicit surface where the Jacobian of the defining function has a rank-deficiency condition. Using the rank deficiency condition, we determine a set of square sub-Jacobian determinants that must all vanish simultaneously on the implicit surface. When the generator of the swept surface is a trivariate tensor-product B-spline solid and the path is a B-spline curve, we can give a robust algorithm to determine the implicit surface. This algorithm is based upon the “marching tetrahedra” method, which is adapted to work on 4-simplices. The envelope of the swept solid is given by the union of the parametric and implicit surfaces.

Keywords: swept surface; envelopes; boundary surface determination; trivariate B-Spline solids; Jacobian determinant; marching tetrahedra.

1 Introduction

Geometric modeling systems for computer graphics and visualization applications allow the construction of complex models of objects based on simple geometric primitives. As the needs of these systems become more involved, it is necessary to expand the inventory of geometric primitives and design operations and to adapt rendering methods to handle these new primitives. The primary primitive for complex surface definition is the bivariate patch. While complex interfaces have been developed that allow manipulation of these patches, they are not sufficient to describe many surface types. There is a need to investigate alternative representation schemes that use multivariate techniques to define shape.

*joy@cs.ucdavis.edu

In this paper, we examine solid types: the trivariate B-spline solid, and the solid generated by sweeping an object along a curve. We find that the boundary surfaces of these solids, necesssary to render the solids accurately, can be generated similarly. In short, the boundaries are a combination of parametric surfaces (the images of the boundaries of the domain space) and an implicit surface that is defined where the Jacobian of the defining function has rank <= two.

The parametric surfaces are trivial to render directly, as they are just B-spline patches. It is the implicit surface that is difficult to define, and this is the subject of this paper.

Our algorithms use interval methods to bound the determinants of 3 x 3 Jacobians. These interval methods are discussed in Section 2. Methods for the trivariate solids are given in Section 3. Extending these methods to swept solids is then straightforward, and are given in Section 4. In each case, the implicity surface is defined as an “isosurface problem”.

2 Cone Approximations to Jacobian Determinants

Given a trivariate B-spline function $p(u, v, w)$, the Jacobian of $p$ is defined to be

$$\mathcal{J}(p(u, v, w)) = \begin{vmatrix} D_u p(u, v, w) \\ D_v p(u, v, w) \\ D_w p(u, v, w) \end{vmatrix} = \begin{vmatrix} \frac{\partial x}{\partial u}(u, v, w) & \frac{\partial x}{\partial v}(u, v, w) & \frac{\partial x}{\partial w}(u, v, w) \\ \frac{\partial y}{\partial u}(u, v, w) & \frac{\partial y}{\partial v}(u, v, w) & \frac{\partial y}{\partial w}(u, v, w) \\ \frac{\partial z}{\partial u}(u, v, w) & \frac{\partial z}{\partial v}(u, v, w) & \frac{\partial z}{\partial w}(u, v, w) \end{vmatrix} = D_u p(u, v, w) \cdot (D_v p(u, v, w) \times D_w p(u, v, w))$$

We will be interested in the values of $u$, $v$, and $w$ where $\mathcal{J}(p(u, v, w)) = 0$. It is straightforward to show that this happens if and only if the triple scalar product

$$D_u p(u, v, w) \cdot (D_v p(u, v, w) \times D_w p(u, v, w)) = 0$$

1
or, equivalently, when the three vectors \( D_u p(u, v, w) \), \( D_v p(u, v, w) \), and \( D_w p(u, v, w) \) are co-planar (i.e., linearly dependent).

Given a set of unit vectors \( \vec{v}_1, \vec{v}_2, \ldots, \vec{v}_n \), we can bound these vectors by a cone \( C \), defined by an axis \( \vec{a} \) and a “spread” angle \( \alpha \), such that the angle between each vector \( \vec{v}_i \) and the axis \( \vec{a} \) is less than \( \alpha \). A cone gives an “interval” approximation to a set of unit vectors. Each cone can be associated with a region on the unit sphere – the intersection between the cone, with its apex at the origin, and the unit sphere. The construction of a cone that satisfies these properties was described by Sederberg and Meyers [7], and an example is shown in Figure 1. For a general set of vectors, with varying lengths, we determine a cone bounding the unit vectors, which are determined by dividing each of the vectors by its length.

Given two cones \( C_1 \) and \( C_2 \), we define the scalar product \( C_1 \cdot C_2 \) to be the interval defining the range of scalar products for pairs of vectors taken from \( C_1 \) and \( C_2 \), respectively. We can also define the cross product of two cones to be the smallest cone surrounding all cross products of vectors from \( C_1 \) and \( C_2 \), respectively (see [7], and Figure 2).

The convex hull property holds for trivariate B-spline solids, i.e., the solid is contained in the convex hull of its control points. This implies that for a given cell \( B \) in the domain, the cones \( C_u, C_v, \) and \( C_w \), constructed from the control points of \( D_u p \), \( D_v p \), and \( D_w p \), respectively, bound the range of directions of the respective partials. This implies that a bound on the Jacobian determinant over \( B \) is given by

\[
\mathcal{J}(p) = D_u p \cdot (D_v p \times D_w p) \leq L (C_u \cdot (C_v \times C_w)) \tag{1}
\]

where \( L \) is an interval with positive entries\(^1\), defined to be

\[
L = [L_{\min}, L_{\max}]
\]

where

\[
L_{\max} = \max \{ |\vec{v}_u||\vec{v}_v||\vec{v}_w| : \vec{v}_u \in C_u, \vec{v}_v \in C_v, \text{ and } \vec{v}_w \in C_w, \} , \text{ and }
L_{\min} = \min \{ |\vec{v}_u||\vec{v}_v||\vec{v}_w| : \vec{v}_u \in C_u, \vec{v}_v \in C_v, \text{ and } \vec{v}_w \in C_w, \} .
\]

The quantity \( L (C_u \cdot (C_v \times C_w)) \) is an interval product, and produces an interval bounding the range of values of \( \mathcal{J}(p) \) over \( B \). If \( L \) is interval with positive components, it is clear that if \( 0 \notin C_u \cdot (C_v \times C_w) \) then \( \mathcal{J}(p) \neq 0 \) in \( B \). Therefore, given a cell \( B \), and a trivariate B-spline solid \( p \) defined over \( B \), we can state that the implicit boundary surface is not contained in \( B \) if

\[
0 \notin C_u \cdot (C_v \times C_w)
\]

where \( C_u, C_v, \) and \( C_w \) are the bounding cones for \( D_u p \), \( D_v p \), and \( D_w p \), respectively.

3 The Boundary Surfaces of Trivariate Solids

Let \( p(u, v, w) \) be a trivariate solid, where \( 0 \leq u, v, w \leq 1 \). To generate the implicit boundary surface, we adaptively

\(^1\)We assume none of our vectors have zero length.
subdivide the domain space, isolating rectilinear cells in the domain where the isosurface \( f(p) = 0 \) lies. We then use an adaptation of an isosurface algorithm. We use a priority queue of domain cells, ordered by decreasing values of the widths of the intervals \( C_u \cdot (C_v \times C_w) \). The full domain space is initially placed on the queue.

When a cell \( B \) is removed from the queue, it is subdivided into eight cells \( B_1, ..., B_8 \) via planes through the center of the cell and parallel to the \( uv, uw, \) and \( vw \) plane. For each \( B_i \), the cone approximation \( C_u \cdot (C_v \times C_w) \) is calculated, yielding an interval. If zero is contained in this interval, the cell is inserted into the queue. If zero is not contained in the interval, the cell is discarded. By this process, we construct a set of cells, keeping the relevant cells in a priority queue. This process is continued until the widths of the intervals of all cells in the queue are less than a prescribed minimum, or the number of cells in the queue reaches a predetermined number.

If the queue becomes empty, then the implicit boundary surface does not exist over the domain space, and the parametric boundary faces represent the boundary surface of the solid.

4 Swept Objects

The definition of a swept object depends on three factors: the specification of the generator – the object to be swept; the specification of the trajectory – the sweeping path; and the specification of the orientation of the generator as it progresses along the trajectory. Thus, given a trivariate B-spline generator \( g(u, v, w) \), a B-spline trajectory curve \( c(t) \), and a \( 3 \times 3 \) coordinate frame transformation \( R(t) \), defined over the same domain as \( c \), the swept object \( s \) is defined to be the set of points where

\[
s(u, v, w, t) = c(t) + R(t)g(u, v, w)
\]  

(2)

for some \( t \) in the domain of the curve \( c \) and some \( (u, v, w) \) in the domain of \( g \). The swept objects defined by this definition are actually quite general. They allow an arbitrary trivariate solid to be swept along a univariate curve, utilizing an arbitrary coordinate frame transformation to define the orientation/distortion of the solid at a point of the curve. If the coordinate frame transformation is expressible in B-spline form, we utilize both B-spline subdivision and the convex hull property of splines.

If we assume that the domain space for our solids is a 4-dimensional rectangle defined by \( 0 \leq u, v, w, t \leq 1 \), then a superset of the surfaces that make up the boundary of \( s \) includes the following:

- The boundary surfaces of the solid \( s(u, v, w, t) \), which are the images of the boundaries of the domain space \( 0 \leq u, v, w, t \leq 1 \).

- The surface defined where the rank of the “Jacobian” of \( s \) is less than or equal to two.

In our case, the Jacobian is a \( 4 \times 3 \) matrix defined by

\[
J_{123} = \begin{bmatrix}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} & \frac{\partial x}{\partial w} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial w} \\
\frac{\partial z}{\partial u} & \frac{\partial z}{\partial v} & \frac{\partial z}{\partial w} \\
\frac{\partial t}{\partial u} & \frac{\partial t}{\partial v} & \frac{\partial t}{\partial w}
\end{bmatrix}
\]

\[
J_{124} = \begin{bmatrix}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} & \frac{\partial x}{\partial w} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial w} \\
\frac{\partial z}{\partial u} & \frac{\partial z}{\partial v} & \frac{\partial z}{\partial w} \\
\frac{\partial t}{\partial u} & \frac{\partial t}{\partial v} & \frac{\partial t}{\partial w}
\end{bmatrix}
\]

\[
J_{134} = \begin{bmatrix}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} & \frac{\partial x}{\partial w} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial w} \\
\frac{\partial z}{\partial u} & \frac{\partial z}{\partial v} & \frac{\partial z}{\partial w} \\
\frac{\partial t}{\partial u} & \frac{\partial t}{\partial v} & \frac{\partial t}{\partial w}
\end{bmatrix}
\]

\[
J_{234} = \begin{bmatrix}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} & \frac{\partial x}{\partial w} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial w} \\
\frac{\partial z}{\partial u} & \frac{\partial z}{\partial v} & \frac{\partial z}{\partial w} \\
\frac{\partial t}{\partial u} & \frac{\partial t}{\partial v} & \frac{\partial t}{\partial w}
\end{bmatrix}
\]

A point \( s(u, v, w, t) \) is on the surface of the envelope, if

\[
J_{123} = J_{124} = J_{134} = J_{234} = 0
\]

at \((u, v, w, t)\).

5 The Algorithm

Assuming the \( s(u, v, w, t) \) is given in a B-spline form, we can use a subdivision algorithm to generate the implicit boundary surface of \( s \) where

\[
J_{123} = J_{124} = J_{134} = J_{234} = 0.
\]

Assuming that the domain space is defined by a four-dimensional rectangle where \( 0 \leq u, v, w, t \leq 1 \), the algorithm proceeds as follows:

- Using subdivision on \( u, v \) and \( w \), find a set of cells where \( J_{123} = 0 \). This can be done by analyzing the trivariate generator \( g \), using the algorithm of Section 3.
Using subdivision on $t$, refine the remaining cells, removing those cells where the sub-Jacobians cannot be simultaneously zero.

- Split each four-dimensional cell into 24 4-simplices using CMK-splits, see [5, 6].

- For each 4-simplex, determine a set of tetrahedra that approximates the points where $J_{123}=0$, see

- For each tetrahedron, determine the isosurface corresponding to $J_{124}=J_{134}=J_{234}=0$.

The triangles generated through this process define the implicit surface bounding the swept solid $s$.

We use cone approximations to the partial derivative vectors to get bounds on the individual Jacobian determinants. The strategy is to use subdivision and continually refine the approximations, throwing out those cells where the Jacobian determinants cannot be simultaneously zero. In this way, we obtain a set of small cells in which the envelope surface lies and can use the isosurface methods of the following section to determine the surface.

6 Results

Figure 3 illustrates a cylinder that has been tumbled $180^\circ$ as it is swept along a linear path. The cylinder has been approximated by a trivariate B-spline, and the coordinate frame vectors have been approximated by B-spline curves.

7 Conclusions

We present an algorithm that generates the boundary surfaces of both trivariate solids and a swept trivariate solids. This algorithm generates the boundary through a combination of parametric and implicit surfaces. Generation of the implicit surface is accomplished through an isosurface routine. We have found that this algorithm can be used to generate a variety of solids. The algorithm depends on the B-spline representation only to calculate Jacobian bounds on each cell and to use subdivision to isolate the cells.

This method generates a superset of the actual boundary of the swept solid, generating some surfaces on the interior of the solid. In future work, we will identify these interior points and eliminate them from the description of the boundary.
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Abstract

The value of multiresolution models in Scientific Visualization and CAGD is well established. This talk will survey the use of adaptive fitting techniques for computing these types of models. The scope of the talk will include the three application areas of height field modeling, volume modeling and surface modeling. We will discuss techniques and show examples of top-down and bottom-up approaches to all three application areas.
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Abstract

Of late we have seen an increase in the use of subdivision techniques for both modeling and animation. They have given rise to a class of surfaces called subdivision surfaces. These have many advantages over traditional Non Uniform Rational B-spline (NURB) surfaces. Subdivision surfaces easily address the issues related to multiresolution, refinement, scalability and representation of meshes. Many schemes have been introduced that take a coarse mesh and refine it using subdivision. They can be mainly classified as Approximating - in which the original coarse mesh is not preserved, or Interpolating - wherein the subdivision forces the refined mesh to pass through the original points of the coarse mesh. The schemes used for triangular meshes are mainly the Loop scheme, which is approximating in nature and the Modified Butterfly scheme which is interpolating. Subdivision schemes are cost intensive at higher levels of subdivision. In this paper we introduce two methods of adaptive subdivision for triangular meshes that make use of the Loop scheme or the Modified Butterfly scheme to get approximating or interpolating results respectively. The results are obtained at a lower cost when compared with those obtained by regular subdivision schemes. The first method uses the dihedral angle to develop an adaptive method of subdivision. The other method relies on user input, i.e., the user specifies which parts of the mesh should be subdivided. This process can be automated by segmentation techniques, for example watershed segmentation, to get the areas in the mesh that need to be subdivided. We compare our methods for various triangular meshes and present our results.

1 Introduction

When Catmull and Clark[1] and Doo and Sabin[2] published their papers little did they expect that subdivision would be used so extensively as it is being used today for the purposes of modeling and animation. It has been used to a large extent in movie production, commercial modelers such as MAYA 3.0, LIGHTWAVE 6.0 and game development engines.

The basic idea behind subdivision can be traced as far back as to the late 40s and early 50s when G. de Rham used corner cutting to describe smooth curves. In recent times the application of subdivision surfaces has grown in the field of
computer graphics and computer aided geometric design (CAGD) mainly because it easily addresses the issues raised by multiresolution techniques to address the challenges raised for modeling complex geometry. The subdivision schemes introduced by Catmull and Clark[1] and Doo and Sabin[2] set the tone for other schemes to follow and schemes like Loop[6], Butterfly[3] and Modified Butterfly[4], Kobbel[4] have become popular. These schemes are chiefly classified as either approximating, where the original vertices are not retained at newer levels of subdivision, or interpolating, where subdivision makes sure that the original vertices are carried over to the next level of subdivision. The Doo-Sabin, Catmull-Clark and Loop schemes are approximating and Butterfly, Modified Butterfly and Kobbelt schemes are interpolating.

It is seen that all the schemes provide a process of global refinement at every level of subdivision. This can lead to a heavy computational load at higher levels of subdivision. For example, it is observed that in the Loop scheme every level of subdivision increases the triangular count by four. It is also observed that for most surfaces there are regions that become reasonably smooth after few levels of subdivision and only certain areas of the surface where there is a high curvature change need high subdivision levels to make it smooth. It therefore is not ideal to have a global subdivision scheme being applied at every level. Adaptive Subdivision aims at providing a local subdivision rule that governs whether or not a given face in a mesh needs to be subdivided at the next level of subdivision.

2 Existing methods

Mueller[8] proposed an adaptive process for Catmull-Clark and Doo-Sabin subdivision schemes. In his method the adaptive refinement is controlled by the vertices at every level of subdivision. The approximation is carried by an error calculated at every vertex of the original mesh before it is subdivided. This error is the distance between the vertices of the original mesh and their limit point. All the vertices that lie in the error range are labeled differently and special rules are applied for subdividing a polygon when it contains one or more of these labeled vertices.

Xu and Kondo[12] devised an adaptive subdivision scheme based on the Doo-Sabin scheme. In their method the adaptive refinement is controlled by the faces of the original mesh. Faces are labeled as alive or dead if they have to be subdivided or not. The labeling is based on the dihedral angle i.e. the angle between the normal vectors of adjacent faces and a tolerance limit for this angle is set. If a face satisfies the set tolerance then it is labeled as dead and further refinements are stopped for that face.

Kobbelt has developed adaptive refinement for both his Kobbelt scheme and newly introduced $\sqrt{3}$ subdivision[5]. His refinement strategy is also centered around the faces. In both his schemes adaptive refinement presents a face cracking problem, discussed later in the paper, that he solves by using a combination of mesh balancing and the Y-technique for his Kobbelt scheme and for his $\sqrt{3}$ subdivision he uses a combination of dyadic refinement, mesh balancing and gap fixing by temporary triangle fans. This process is well known in the finite element community under the
name red-green triangulation [11].
Zorin et. al. have developed adaptive refinement strategies in [15], where they have additional constraints that require a certain number of vertices in the neighborhood of those vertices calculated by adaptive subdivision to be present. Their methods have been implemented on the Loop scheme.
We observe that the adaptive strategies can be developed in two ways, one, by classifying which vertices need to be subdivided (vertex split operation at the next level), or two, by identifying those faces that should be subdivided (face split at the next level).

3 The Loop Scheme

The Loop scheme is a simple approximating face-split scheme for triangular meshes proposed by Charles Loop [6]. The scheme is based on the triangular splines [10], which produces $C^2$-continuous surfaces over regular meshes. A regular mesh is a mesh which has no extraordinary vertices. A vertex is not extraordinary in a triangular mesh if it has six adjacent vertices, it also means that the vertex has a valance of six. The Loop scheme produces surfaces that are $C^2$-continuous everywhere except at extraordinary vertices, as explained earlier these are the vertices that do not have a valance of six, where they are $C^1$-continuous. A boundary vertex is regular or even if it has a valance of three and is extraordinary for any other valance. The masks for the Loop scheme are shown in Figure 1. For boundaries special rules are used. These rules produce a cubic spline curve along the boundary. The curve only depends on control points on the boundary. The scheme works as follows

- for every original vertex a new vertex (odd vertex) is calculated by calculating $\beta$ from equation (1), where $k$ is the number of adjacent vertices for the vertex, and finding the suitable coefficients for the adjacent control points as shown in Figure 4.

- for every edge in the original mesh a new vertex (even vertex) is calculated by using the mask shown in Figure 1.

- every triangle in the original mesh gives rise to six new vertices, three from original vertices and three from original edges, these six vertices are joined to give four new triangles.

In Figure 1, $k$ is the no of adjacent vertices for a given vertex and $\beta$ can be chosen as

$$\beta = 1/k \left( \frac{5}{8} - \frac{1}{4} \cos \frac{2\pi}{k} \right)^2$$  (1)

The value for $\beta$ [6] was so found that the resulting surface is $C^1$-continuous at the extraordinary points. For regular vertices the coefficients for calculating the new vertices are obtained by substituting $k$ as six in the mask for even vertices shown in Figure 1.
4 Our methods

We discuss the methods we have developed for the purposes of adaptively subdividing meshes generated by the Loop scheme. Our first method is based on identifying which faces are flat and proposing suitable mesh refinements based on the properties of the of its neighboring faces. The second method is based on user interaction, where the user can select areas on the mesh where refinements are warranted.

4.1 Dihedral angle method

Our first method is called the dihedral angle method because it uses the angles between normals of a face with adjoining face normals to determine if the face needs to be subdivided or not. If the angles are within some tolerance limit then we classify the face as flat. Adaptive process introduces cracking between faces and triangle fans are introduced to solve this problem. We take care of the cracking problem in our scheme by a process of refinement that takes into account the nature of the adjacent faces before refining a given face. The process is shown in Figure 2. We introduce an adaptive weight $a$ that controls the tolerance limit for the angles between the normals. The nature our scheme works is given as follows:

- Normal for each face is calculated
- For every face the angle between its normal and normals of adjoining faces are calculated
- If all angles lie below a certain threshold then the face is set to be flat

Figure 1: Masks for Loop scheme
• For every face a degree of flatness, which is the number of adjoining faces that are flat, is set. The maximum value for this degree can be three and minimum will be zero. Based on the degree of flatness, refinement is done as shown in Figure 2.

![Figure 2: Mesh refinement based on the degree of flatness](image)

4.2 Analysis of results

It is seen that many levels of adaptive refinement produce degenerate triangulation and therefore, we suggest that after a level of adaptive subdivision a suitable realignment of triangles should be done. Realignment introduces some more computation and if speed is important a good strategy could be to alternate between adaptive and normal subdivision methods. We now take a of a cat and compare our adaptive scheme with the normal approximating scheme at two levels of subdivision. Figure 3 shows the comparison of the normal Loop scheme at two levels(left) and using our adaptive scheme and then applying the Loop scheme at two levels of subdivision(right).

4.3 Automated segmentation method

The main drawback with dihedral angle method is that it acts on the whole mesh and goes through a lot of computation to identify the triangle types and find their degree of flatness. If there could be a way that the user identifies the regions in a mesh that needs to be subdivided then these computations can be avoided. This method therefore gives control to the user and is very simple in nature. It asks the
Figure 3: Using dihedral angle adaptive Loop subdivision method on a cat data file, image on the left is normal subdivision and the one on the right is subdivided adaptively.

user to define areas on the mesh that need more refinement and the Loop scheme is applied to obtain an adaptive mesh at the next level. The user would also benefit if the method of picking these areas were done by an automated process. Segmentation of meshes deals with segmenting meshes based on their topology and we find that watershed segmentation [7] to be an effective technique to employ before adaptive subdivision. A brief explanation of the watershed segmentation algorithm is as follows:

- Estimate a height function at each vertex of the mesh, the height function used is the curvature calculated at the vertex.

- Based on the height function, the vertices whose curvature is less than the curvatures of its neighbors is labeled as a minima.

- From every vertex that is not a minima, a token is sent in the direction of its neighbor with lowest curvature. The token stops when it hits a minima. The minima is copied into every vertex in the tokens path, and when the token stops every minima establishes its own region.

- Merging of regions is performed if they satisfy certain conditions of similarity as described in [7].

The adaptive scheme now works as follows:
• Apply normal Loop scheme to a coarse mesh till a reasonable resolution is reached. Usually two levels of subdivision are enough.

• Identify regions using the watershed segmentation method.

• Find points along the boundary between segmented regions, and mark all triangles that contain these points.

• Decide on a triangle threshold limit, i.e. the number of adjacent triangles to the triangles on the boundary and mark these triangles.

• Subdivide only the marked triangles.

4.4 Analysis of results

Figure 4 shows the results of adaptively subdividing a simple uniform mesh of a vase data. The areas of refinement happen to be the areas where the curvature changes and these have been identified by the user and for purposes of simplicity we pick some points as depicted in the mesh on the left in Figure 4. The results for a complicated golf head file are shown in Figure 5. In this file the user defined points have been picked by watershed segmentation and this can be viewed as an automated process. The figure also shows a comparison of subdividing the golf head normally by Loop subdivision(left), subdivide it by dihedral angle subdivision(middle) and watershed method(right). It can be seen that for data that has a lot of curvature changes and irregularity the dihedral angle method is a better way of adaptive subdivision as the whole mesh is filled with irregularities and a process like watershed segmentation would have to compute all the various regions. Suitable applications would be in terrain modeling where we find a lot of irregularity in the data. In cases where the regions can be marked with ease and where change in curvature is consistent a segmentation approach should be applied to get faster results as the computational value of the dihedral angle method could be a burden. Suitable applications could be meshes used in character animation and industrial design prototypes.

![Figure 4: Using automated segmentation method for a vase data file, image on the left is the basemesh with points picked, one in the middle uses Loop subdivision and the one on the right is subdivided adaptively](image-url)
5 Computational analysis

We compare the cost considerations of the two schemes in this section. As discussed earlier at every level of the Loop scheme the number of triangles generated increases by a factor of four. For the results obtained by dihedral scheme, shown in Figure 3, the base mesh of Cat consists of 698 triangles and a second level Loop subdivision produces 9168 triangles as opposed to 3337 triangles produced by dihedral subdivision.

For the results obtained by automated segmentation method, shown in figure 5, the base mesh of the golf head consisted of 33 triangles and a second level Loop subdivision produces 528 triangles, upon which watershed segmentation is used to identify the regions. Continuing with Loop subdivision produces 8448 triangles at the fourth level as opposed to 7173 triangles produced by the automated segmentation method. It can be seen that that saving in the size of the mesh is considerably high while using the dihedral method but it also must be noted that the dihedral method cannot be applied in succession. We also note that when the mesh is undulating in nature i.e. not very consistent in curvature then using a curvature based user defined process like watershed segmentation will not result in considerable savings in mesh size.

6 Future work and conclusions

In this paper we have presented adaptive schemes for triangular meshes and our results have been based on the Loop scheme. These could be very well applied to the Modified Butterfly scheme. These schemes could also be very well extended to subdivision schemes that work on polygonal meshes like Catmull-Clark and Doo-Sabin. Our methods are a shift from the methods proposed in [5][15] where the additional constraints due to smoothing require extra storage for temporary triangles. Our first method tries to alternate normal and adaptive subdivision to bring in smoothing properties to the resulting surface. For a reasonable angle tolerance the results obtained are in accordance to the results obtained by normal Loop subdivision.
Our second method tries to bring user interaction before an adaptive subdivision scheme is applied. It is seen that automating the interaction by a process like watershed segmentation brings in good results. However, watershed segmentation requires meshes with a reasonable amount of resolution, which is a good thing as we need adaptive subdivision for only higher subdivision levels. Subdivision at lower levels can be achieved with good speed by normal subdivision. We therefore propose to have a coarse mesh subdivided by normal Loop scheme for two levels and achieving a reasonable resolution. The watershed algorithm is now run to get the points on the boundary of various segments. The faces lying along the boundary are the only ones subdivided at the next levels of subdivision. The area of applying segmentation along with subdivision has a lot of promise and holds potential for future research.

References


Abstract. We present a new algorithm for terrain modeling based on Voronoi diagrams and Sibson’s interpolant. Starting with a set of scattered data sites in the plane with associated function values defining a height field, our algorithm constructs a top-down hierarchy of smooth approximations. We use the convex hull of the given sites as domain for our hierarchical representation. Sibson’s interpolant is used to approximate the underlying height field based on associated function values of selected subsets of the data sites. Therefore, our algorithm constructs a hierarchy of Voronoi diagrams for nested subsets of the given sites. The quality of approximations obtained with our method compares favorably to results obtained from other multiresolution algorithms like wavelet transforms. Our Approximations for every level of resolution are $C^1$-continuous, except at the selected sites, where only $C^0$-continuity is satisfied. The expected time complexity of our algorithm is $O(n \log n)$ for $n$ sites when applying simple acceleration methods. In addition to a hierarchy of smooth approximations, our method provides a cluster hierarchy based on convex cells and an importance ranking for sites.

1 Introduction

Clustering techniques [7] generate a data-dependent partitioning of space representing inherent topological and geometric structures of scattered data. Adaptive clustering methods recursively refine this partitioning resulting in a multiresolution representation that is required for applications like progressive transmission, compression, view-dependent rendering, and topology reconstruction. For example, topological structures of two-manifold surfaces can be reconstructed from scattered points in three-dimensional space using adaptive clustering methods [6]. In contrast to mesh-simplification algorithms, adaptive clustering methods do not require a grid structure connecting the given data points. A cluster hierarchy is built in a “top-down” approach, so that coarse levels of resolution require less computation times than finer levels.

In this paper, we present a Voronoi-based adaptive clustering method for terrain modeling. Arbitrary samples taken from large-scale terrain models are recursively selected according to their relevance. Continuous approximations of the terrain model are constructed based on the individual sets of selected sites using Sibson’s interpolant [10]. We have implemented this algorithm using a Delaunay triangulation, i.e., the dual of a Voronoi diagram, as underlying data structure. Constructing a Delaunay triangulation requires less implementation than constructing the corresponding Voronoi diagram, since a lot of special cases (where Voronoi vertices have a valence greater than three) can be ignored. A major drawback of Delaunay triangulations is that they are not unique, in general. This becomes evident when the selected sites are sampled from regular, rectilinear grids such that the diagonal for every quadrilateral can be flipped, resulting in random choices affecting the approximation. The corresponding Voronoi diagram, however, is uniquely defined and can instantly be derived from a Delaunay triangulation. Sibson’s interpolant is also efficiently computed from a Delaunay triangulation. The advantage of our method compared to Delaunay-based multiresolution methods [5] is that our approximations are unique and $C^1$-continuous almost everywhere.

2 Adaptive Clustering Approach

Adaptive clustering schemes construct a hierarchy of regions, each of which is associated with a simplified representation for the data points located inside. We assume that a data set is represented at its finest level of resolution by a set $P$ of $n$ points in the plane with associated function values, $t = 0, 1, \ldots$:

$$P = \{(p_i, f_i) | p_i \in \mathbb{R}^2, f_i \in \mathbb{R}, i = 1, \ldots, n\}.$$  

This set $P$ is sampled from a continuous function $f : D \rightarrow \mathbb{R}$, where $D \subset \mathbb{R}^2$ is a compact domain containing all points $p_i$. The points $p_i$ define the associated parameter values for the samples $f_i$. We do not assume any kind of “connectivity” or grid structure for the points $p_i$. For other applications than terrain modeling, the points $p_i$ can have $s$ dimensions with $t$-dimensional function values $f_i$, see Figure 1.

The output of an adaptive clustering scheme consists of a number of levels $L_j$, $j = 0, 1, \ldots$ defined as

$$L_j = \{ (\tau^i_k, f^i_k, e^i_k) | k = 1, \ldots, n_j \},$$

where for every level with index $j$, the tiles (regions) $\{ \tau^i_k \subset D | k = 1, \ldots, n_j \}$ form a partitioning of the domain $D$, the functions $f^i_k : \tau^i_k \rightarrow \mathbb{R}$ approximate the function values of points located in the tiles $\tau^i_k$, i.e.,

$$f^i_k(p_i) \approx f_i \quad \forall p_i \in \tau^i_k,$$

and the residuals $e^i_k \in \mathbb{R}$ estimate the approximation error. In principle, any error norm can be chosen to compute the residuals $e^i_k$. We note that the error norm has a high impact on the efficiency and quality of the clustering algorithm, since it defines an optimization criterion for the approximations at every level of resolution. We suggest to use the following norm:

$$e^i_k = \left( \frac{1}{n^k_j} \sum_{p_i \in \tau^i_k} (f^i_k(p_i) - f_i)^p \right)^{\frac{1}{p}}, \quad p \in [1, \infty],$$  \hspace{1cm} (1)
where \( n^k_i = \left| \{ p_i \in \tau^k_i \} \right| \) is the number of points located in tile \( \tau^k_i \). In the case of \( p = \infty \) the residual is simply the maximal error within the corresponding tile.

A global error \( \epsilon^j \) with respect to this norm can efficiently be computed for every level of resolution from the residuals \( \epsilon^j \) as

\[
\epsilon^j = \left( \frac{1}{n} \sum_{p_i \in \tau^j} \sum_{k=1}^{n_j} \left| f^j_k(p_i) - f_i \right|^p \right)^{\frac{1}{p}} = \left( \frac{1}{n} \sum_{k=1}^{n_j} n^k_i \left( \epsilon^j_k \right)^p \right)^{\frac{1}{p}}.
\]

Starting with a coarse approximation \( L_0 \), an adaptive clustering algorithm computes finer levels \( L_{j+1} \) from \( L_j \) until a prescribed number of clusters or a prescribed error bound is satisfied. To keep the clustering algorithm simple and efficient, the approximation \( L_{j+1} \) should differ from \( L_j \) only in cluster regions with large residuals in \( L_j \). As the clustering is refined, it should eventually converge to a space partitioning, where every tile contains exactly one data point or where the number of points in every tile is sufficiently low providing zero residuals.

3 Constructing Voronoi Hierarchies

In the following, we describe our adaptive clustering approach for multiresolution representation of scattered data: a hierarchy of Voronoi diagrams [2, 9] constructed from nested subsets of the original set of points.

The Voronoi diagram of a set of points \( p_i, i = 1, \ldots, n \) in the plane is a space partitioning consisting of \( n \) tiles \( \tau_i \). Every tile \( \tau_i \) is defined as a subset of \( \mathbb{R}^2 \) containing all points that are closer to \( p_i \) than to any \( p_j, j \neq i \), with respect to the Euclidean norm.

A Voronoi diagram can be derived from its dual, the Delaunay triangulation [1, 3, 4, 5], see Figure 2. The circumscribed circle of every triangle in a Delaunay triangulation does not contain any other data points. If more than three points are located on a such a circle, then the Delaunay triangulation is not unique. The Voronoi vertices are located at the centers of circumscribed circles of Delaunay triangles, which can be exploited for constructing a Voronoi diagram. The Voronoi diagram is unique, in contrast to the Delaunay triangulation.

A Delaunay triangulation is constructed in expected linear time, provided that the triangles to be removed are identified in expected constant time, which requires the use of some acceleration method. For applications in \( k \)-dimensional spaces \( (k > 2) \) the Delaunay triangulation consists of \( k \)-simplices whose circumscribed \( k \)-dimensional hyperspheres contain no other point.

The adaptive clustering algorithm uses Sibson’s interpolant [10] constructing the functions \( f^j_k \). Sibson’s interpolant is based on blending function values \( f_i \) associated with the points \( p_i \), that define the Voronoi diagram. The blending weights for Sibson’s interpolant at a point \( p \in \mathbb{R}^2 \) are computed by inserting \( p \) temporarily into the Voronoi diagram and by computing the areas \( a_i \) that are “cut away” from Voronoi tiles \( \tau_i \), see Figure 4. The value of Sibson’s interpolant at \( p \) is defined as

\[
f(p) = \frac{\sum_i a_i f_i}{\sum_i a_i}.
\]

Sibson’s interpolant is \( C^1 \)-continuous everywhere except at the points \( p_i \). To avoid infinite areas \( a_i \), the Voronoi diagram is clipped against the boundary of the compact domain \( D \). A natural choice for the domain \( D \) is the convex hull of the points \( p_i \).

In the following, we provide the clustering algorithm in pseudocode. The algorithm performs these steps:

(i) Construct the Voronoi diagram for the minimal point set defining the convex hull of all points \( p_i, i = 1, \ldots, n \). The tiles of this Voronoi diagram define the cluster regions \( \tau^0_i \) of level \( L_0 \).

(ii) From the functions \( f^0_k \), defined by Sibson’s interpolant and from error norm \( (p = 2) \), compute all residuals \( \epsilon^0_k \). To avoid square root computations, \( (\epsilon^0_k)^2 \) is stored.

(iii) Refinement: \( L_j \rightarrow L_{j+1} \). Let \( m \) be the index of a maximal residual in \( L_j \), i.e., \( \epsilon^j_m \geq \epsilon^j_k \forall k = 1, \ldots, n_j \). Among all \( p_i \in \tau^m_i \), identify a data point \( p_{m, \text{max}} \) with maximal error.
Table 1: Approximation errors in percent of amplitude for Crater-Lake terrain data set. Figure 5 shows the different levels of resolution.

<table>
<thead>
<tr>
<th>No. Voronoi Tiles</th>
<th>Error ($p = \infty$) [%]</th>
<th>Error ($p = 2$) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>31.6</td>
<td>3.13</td>
</tr>
<tr>
<td>200</td>
<td>17.1</td>
<td>1.96</td>
</tr>
<tr>
<td>300</td>
<td>16.3</td>
<td>1.55</td>
</tr>
<tr>
<td>400</td>
<td>13.9</td>
<td>1.33</td>
</tr>
<tr>
<td>500</td>
<td>11.9</td>
<td>1.21</td>
</tr>
<tr>
<td>1000</td>
<td>10.8</td>
<td>0.80</td>
</tr>
</tbody>
</table>

4 Numerical Results

We have applied the Voronoi-based clustering approach to approximate the terrain data set “Crater Lake”, courtesy of U.S. Geological Survey. This data set consists of 159272 samples at full resolution. Approximation results for multiple levels of resolution are shown in Figure 5 and in Table 1.

The quality of approximations obtained with our method compares favorably to results obtained from other multiresolution algorithms like wavelet transforms. A standard compression method, for example, is the use of a wavelet transform followed by quantization and arithmetic coding of the resulting coefficients. Using our method, for example, is the use of a wavelet transform followed by quantization and arithmetic coding of the resulting coefficients. Using the Haar-wavelet transform for compression of the Crater-Lake data set (re-sampled on a regular grid at approximately the same resolution and arithmetic coding of the resulting coefficients. Using a Delaunay-based method for surface approximation, Proceedings of Eurographics ’83, Amsterdam, Netherlands, 1983, pp. 333–350, 401.
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Figure 5: Crater-Lake terrain data set at different levels of resolution.
Simplification of Large, Closed Triangulated Surfaces Using Atomic Envelopes

Peer-Timo Bremer, Oliver Kreylos, Bernd Hamann, Franz-Erich Wolter

October 2, 2000

1 Introduction

Over the past two decades, data visualization has become increasingly important in several fields, including medical, fluid flow and geographical data. The speed of visualization algorithms has unfortunately not kept up with the speed of developing new technology producing high-resolution data. Every year, the quality of imaging and computational simulation technology — including laser scanners, digital cameras and radar systems — improves substantially. This results in such an increase in the amount of data that even state-of-the-art computers are stretched beyond their capacities. However, it has become apparent that, for many applications large parts of data sets are often not necessary for generating a good picture. The goal was and still is to reduce data sets in such a way that the pictures generated from a reduced data set are highly similar to those produced from the original one.

We are concerned with polygonal surfaces and their compression. Examples for polygonal surfaces are discretized height fields, parametric surfaces, and manifold surfaces. We focus on triangulated two-dimensional (2D) manifolds with no boundaries. For an extensive overview of the field of polygonal surface simplification, we refer to Heckbert and Garland [2] and Rossignac [6].

We present a randomized algorithm that approximates triangulated, orientable 2D manifolds without boundaries, using a "min-#" approach, see §2. The algorithm preserves a specified error bound.

2 Related Work

2.1 Two Approximation Types: Min-$\epsilon$ and Min-#

When approximating a polygonal surface using the min-$\epsilon$ approach, one has to determine, for a given number n, an approximation that consists of n vertices and minimizes the approximation error. Many of the common algorithms use min-$\epsilon$ optimization, and several references are given in [2],[6]. Of special interest is Kreylos and Hamann [4], since they use a method closely related to the one presented here.

Using a min-# approximation approach, one tries to find an approximation with the minimal number of vertices that satisfies a tolerance condition [1]. This approach is relevant for scientific applications. For example, given the size of an object and the view-point distance, one can compute the error tolerance related to one pixel on the screen. Approximating the object within this tolerance results in a picture where each data point is no more than one pixel away from its original location. Computing min-# approximations can be very complicated and expensive. The error metric one wants to minimize is the number of vertices, faces or edges. Additionally, one has to stay inside an error bound. Our algorithm ensures that no point of the approximating surface deviates more than $\epsilon$ from the original surface. This requires us to consider an
"offset" around the original surface, and the approximation surface must stay inside this offset. Such an approach was first proposed by Cohen et al. [1] and was, called simplification envelope. A simplification envelope is a linearized and, in some respects, simplified version of the exact offset.

2.2 Simplification Envelopes

The simplification envelope of a triangulated surface is constructed in the following way: For each vertex, one computes its normal \( n \) as a combination of the normals of the surrounding triangles, normalized to length \( \varepsilon \); one defines two offset vertices, the \((+\varepsilon)\)-offset and the \((-\varepsilon)\)-offset vertices, by adding/subtracting \( n \) to/from the original vertex. This defines a so-called fundamental prism. This approximation of the offset is close to the exact one, as long as the original surface has low curvature. Our approach uses this type of envelope, but it provides the option to use better approximations.

The second problem is caused by self-intersections, see Fig. 1b. Cohen et al. [1] require a simplification envelope that does not self-intersect. They use the global \( \varepsilon \)-value whenever possible and decrease it in areas of possible self-intersections. Our approach is not impacted by self-intersections and can handle every \( \varepsilon \)-value at any given vertex.

3 Atomic Envelopes

To satisfy an a priori error bound, we define atomic envelopes. For each triangle, we construct an atomic envelope so that the simplification envelope equals the union of atomic envelopes. Our implementation uses fundamental prisms as atomic envelopes but different constructions are possible when higher accuracy is desired.

During simplification, we have to decide whether a triangle lies inside the simplification envelope. To answer this query we first find all atomic envelopes that might intersect the triangle. Only the top and bottom triangles of these can intersect the triangle in question. We use a bounding box test incorporating an R*-Tree [3] to speed up calculations. Especially for smaller error bounds, this results in roughly the same set of triangles one would get using triangulated offset surfaces to describe the simplification envelope. We intersect all resulting triangles with the triangle being tested. At each resulting intersection point, the triangle might leave the simplification envelope. It leaves the envelope, if and only if the exit point is not covered by another atomic envelope. To test this we use the fact that fundamental prism are pentaeder Bézier volumina [5] and solve the resulting non-linear system of equations.

Cohen et al. [1] define the side faces of a fundamental prism as bilinear patches, defined by the four corner points. Since we deal with closed triangulated surfaces, we do not have to consider the side patches. A triangle cannot leave the envelope through a side patch of a prism: Two neighboring triangles always share one side patch; thus a triangle leaving a prism through a side patch immediately enters another prism.
The same basic algorithm can also be used with more complicated atomic envelopes. An example is the construction shown in Fig. 2. This construction does not only use the vertex normal but also the normal of the triangle to create the atomic envelope. Compared to fundamental prisms, we add three bilinear patches to each atomic envelope, which can all have possible exit points. Furthermore, to test whether an exit point is covered by an atomic envelope is a consequently slower operation. However, this new atomic envelope approximates the exact non-linear offset much better, especially in regions of high curvature.

4 Simplification

We simplify the given surface using a simulated annealing algorithm, also called Metropolis algorithm. Simulated annealing models the state transition from fluid to crystalline state of metals. From the algorithmic viewpoint, this process is an optimization process with extremely high dimension. For our application, we interpret the configuration of a polygonal surface as the configuration of metal molecules. Our internal energy is represented by a target function, and the random heat movement of molecules is represented by random changes in the configuration.

The target function describes the quality of an approximation. Furthermore, the target function should not only prefer configurations that consist of few vertices but also configurations that lead to vertex removals. We use the sum of the square roots of the angles between triangle normals as target function. This function is highly related to the number of vertices. It also prefers planar surfaces, since a large number of small angles has a higher target function value than a smaller number of large angles. This leads to near-planar platelets of triangles, where we can delete vertices. This target function is also easy to compute and can be recomputed locally after local changes.

To change a configuration, we use the method of Kreylos and Hamann [4], adapted to our problem. We use three different operations: edge rotation, vertex removal, and vertex movement. The edge rotation only changes the triangulation of two neighboring triangles. To move a vertex we randomly choose a new position inside a small sphere around the original one. To check the validity of the resulting triangulation we project all involved triangles onto the plane defined by the vertex normal of the changing vertex. This can lead to degenerate triangles or triangles with wrong orientations. We resolve these conflicts by swapping the appropriate edges. To remove a vertex we collapse the shortest edge emanating from it.
5 Future Research

The main drawback of our algorithm is its lack of computational efficiency. Especially the simulated annealing is expensive. However, it provides a mean to use any point inside the envelope as a possible vertex position. Future work will be done to replace the simulated annealing approach, while keeping this advantage.

Figure 3: The original drill bit data set (1964 vertices).

Figure 4: The drill bit data set simplified using 1/4% error bound.
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Hierarchical Image-based and Polygon-based Rendering for Large-Scale Visualizations

Chu-Fei Chang*, Amitabh Varshney†, Qiaode Jeffrey Ge‡

Abstract

Image-based rendering takes advantage of the bounded display resolution to limit the rendering complexity for very large datasets. However, image-based rendering also suffers from several drawbacks that polygon-based rendering does not. These include the inability to change the illumination and material properties of objects, screen-based querying of object-specific properties in databases, and unrestricted viewer movement without visual artifacts such as visibility gaps. View-dependent rendering has emerged as another solution for hierarchical and interactive rendering of large polygon-based visualization datasets. In this paper we study the relative advantages and disadvantages of these approaches to learn how best to combine these competing techniques towards a hierarchical, robust, and hybrid rendering system for large data visualization.

1 Introduction

As the complexity of the 3D graphics datasets has increased, different solutions have been proposed to bridge the growing gap between graphics hardware and the complexity of datasets. Most of algorithms which effectively reduce the geometric complexity and overcome hardware limitations fall into the following categories: visibility determination [7, 9, 2, 1, 8, 6, 10], level-of-detail hierarchies [5], and image-based rendering (IBR) [3]. IBR has emerged as a viable alternative to the conventional 3D geometric rendering, and has been widely used to navigate in virtual environments. It has two major advantages over the problem of increasing of complexity of 3D datasets: (1) The cost of interactively displaying an image is independent of geometric complexity, (2) The display algorithms require minimal computation and deliver real-time performance on workstations and personal computers. Nevertheless, use of IBR raises the following issues:

- Economic and effective sampling of the scene to save storage without visually perceptible artifacts in virtual environments,
- Computing intermediate frames without visual artifacts such as visibility gaps,
- Allowing changes in illumination, and
- Achieving high compression of the IBR samples.

To address some of the above issues we have developed a multi-layer image-based rendering system and a hybrid image- and polygon-based rendering system. We first present a hierarchical, progressive, image-based rendering system. In this system progressive refinement is achieved by displaying a scene at varying resolutions, depending on how much detail of the scene a user can comprehend. Images are stored in a hierarchical manner in a compressed format built on top of the JPEG standard. At run-time, the appropriate level of detail of the image is constructed on-the-fly using real-time decompression, texture mapping, and accumulation buffer. Our hierarchical image compression scheme allows storage of multiple levels in the image hierarchy with minimal storage overhead (typically less than 10%) compared to storing a single set of highest-detail JPEG-encoded images. In addition, our method provides a significant speedup in rendering for interactive sessions (as much as a factor of 6) over a basic image-based rendering system.

We also present a hybrid rendering system that takes advantage of the respective powers of image- and polygon-based rendering for interactive visualization of large-scale datasets. In our approach we sample the scene using image-based rendering ideas. However, instead of storing color values, we store the visible triangles. During pre-processing we analyze per-frame visible triangles and build a compressed data-structure to rapidly access the appropriate visible triangles at run-time. We compare this system with pure image-based, progressive image-based system (outlined above), and pure polygon-based systems. Our hybrid system provides a rendering performance between a pure polygon-based and a multi-level image-based rendering system discussed above. However, it allows several features unique to the polygon-based systems, such as direct querying to the model and changes in lighting and material properties.

2 Multi-Level Image-Based Rendering

In this section, we present an image-based rendering system. This system composes a scene in a hierarchical manner to achieve the progressive refinement by using different resolution images. Progressive refinement is achieved by taking advantage of the fact that the human visual system’s ability to perceive details is limited when the relative speed of the object to the viewer is high. We first discuss the pre-processing and then the run-time navigation.

2.1 Image Sampling and Collection

Data sampling and collection plays a very important role in an image-based rendering system. It directly affects the storage space and the real-time performance of the system including image quality, rendering speed and user’s visual perception. Different sampling strategies can be applied depending on the purpose of the system.

Environment Setting In our system the model is placed at the center of a virtual sphere. The viewer (camera) is positioned on the sphere with the viewing direction toward the origin. The viewer can move around the sphere along longitude and latitude. The camera takes one snapshot every \(\Delta \theta\) degree along longitude and \(\Delta \phi\) degree along latitude. Due to the symmetry of sphere, we will have \(360/\Delta \theta \times 180/\Delta \phi\) camera positions. The sampling density of camera positions may be adjusted by changing the values of \(\Delta \theta\) and \(\Delta \phi\). In our implementation, \(\Delta \theta = \Delta \phi = 5^\circ\), to achieve a reasonably smooth and continuous motion with 2592 images.
2.2 Multi-Level Image Construction Algorithm

The algorithm computes \( n \) different levels of resolutions of images as the basis for building the system image database. Our algorithm has the following steps:

**Step 1:** Decide the number \( n \) of progressive refinement levels in the system and the resolution of the display window, say \( W \times W \), where \( W = 2^m \), and \( m \leq n \).

**Step 2:** Dump a Level 0 image, say \( I_0 \), at the display window resolution \((W \times W)\).

**Step 3:** Construct Level \( i + 1 \) image \((\text{resolution} = W/2^{i+1} \times W/2^{i+1})\), say \( I_{i+1} \). The RGB values of level \( i + 1 \) image are constructed from the RGB values of level \( i \) image by the following equations:

\[
P_{j,i+1}^c = \min\{R_{j,2^i,k}^c, R_{j,2^i+1,k}^c, R_{j,2^{i+1},k}^c, R_{j,2^{i+1},k+1}^c \}
\]

\[
C_{j,2^i,k}^c = \min\{G_{j,2^i,k}^c, G_{j,2^i+1,k}^c, G_{j,2^{i+1},k}^c, G_{j,2^{i+1},k+1}^c \}
\]

\[
B_{j,2^i,k}^c = \min\{B_{j,2^i,k}^c, B_{j,2^i+1,k}^c, B_{j,2^{i+1},k}^c, B_{j,2^{i+1},k+1}^c \}
\]

where \( i = 0, 1, \ldots, n - 2 \). For example, \( R_{001}^c \) is computed by \( \min\{R_{000}, R_{100}, R_{010}, R_{110}\} \). We repeat this step until \( I_{n-1} \) image is computed.

**Step 4:** Compute \( W/2^i \times W/2^i \) resolution image \( I_i \) from \( W/2^{i+1} \times W/2^{i+1} \) resolution image \( I_{i+1} \) as follows. Display \( I_{i+1} \) on a \( W/2^i \times W/2^i \) resolution window using texture mapping and dump the displayed window image as \( I_i \). Compute image difference \( D_i \) as:

\( D_i = I_i - I_{i+1}, \quad i = 0, 1, \ldots, n - 2 \)

Repeat this step until \( D_{n-2} \) image difference is computed, see Figure 1.

**Step 5:** Store \( I_{n-1}, D_{n-2}, D_{n-3}, \ldots, D_0 \) in JPEG format as the database images.

![Figure 1: Multi-Level Image Construction](image)

This algorithm works well since texture mapping hardware provides speed and antialiasing capabilities over OpenGL function `glDrawPixels()`. Also, image differences compress better than full images and provide an easy way to generate progressive refinement. For compression and decompression we use the public-domain JPEG software [4] in our implementation. It supports sequential and progressive compression modes, and is reliable, portable, and fast enough for our purposes. The reason we take the minimum value in equations 1–3 is so that we can store all RGB values of \( D_i \) as positive values and save a sign bit in storage.

2.3 Progressive Refinement Display Algorithm

Let us define \( Tex(I_{n-1}) \) as the image by texture mapping image \( I_{n-1} \) on \( W \times W \) resolution window, and define \( Tex(D_i) \) as the image by texture mapping image \( D_i \) on \( W \times W \) resolution window, where \( i = 0, 1, \ldots, n - 2 \). At run time, level \( i \) image is displayed by accumulating images \( Tex(I_{n-1}), Tex(D_{n-2}), Tex(D_{n-3}), \ldots, Tex(D_i) \), where \( i = 0, 1, \ldots, n - 1 \). If \( i \) is \( n - 1 \), we only display image \( Tex(I_{n-1}) \), which has the lowest detail. We add \( Tex(D_i) \) image onto \( Tex(I_{n-1}) \), where \( i = n - 2, n - 3, \ldots, 0 \), to increase the image details. Level 0 image, which is \( Tex(I_{n-1}) + \sum_{i=0}^{n-2} Tex(D_i) \), has the highest detail. Notice that all images are decompressed before texture mapping. The implementation is done by OpenGL accumulation buffer and texture mapping.

In a real-time environment, the progressive refinement can be achieved by displaying different levels of images, depending on how much detail of the scene the user needs to see. If the user moves with high speed, we can simply display lowest detail. As the user speed reduces, we can raise the level of detail of the displayed image in a progressive fashion.

2.4 Our Implementation and Results

In our implementation, we use three different image resolutions, \( 128 \times 128, 256 \times 256, \) and \( 512 \times 512 \), for progressive refinement. We use sequential mode with quality setting 80 for JPEG compression, which gives us an unnoticeable difference from the highest quality setting of 100. We observed that the composite image quality in our system is not only affected by the lossy JPEG compression, but also by the error from image difference and the geometric error from texture mapping. Table 1 shows the JPEG image reduction from full images \( I \) to image differences \( D_i \). \( \sum I_i \) is the sum of storage for all the \( I_i \) (level \( i \)) images. Similarly, \( \sum D_i \) is the sum of storage for all the \( D_i \) (level \( i \)) images. The total storage is computed as \( \sum (I_0 + D_1 + D_0) \). Note that the total storage compares quite favorably to original (non-progressive) storage requirements \( \sum I_0 \).

<table>
<thead>
<tr>
<th>Model</th>
<th>Level0</th>
<th>Level1</th>
<th>Level2</th>
<th>Total (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunny</td>
<td>10.70</td>
<td>21.39</td>
<td>10.70</td>
<td>53.11</td>
</tr>
<tr>
<td>Submar.</td>
<td>19.35</td>
<td>40.54</td>
<td>29.63</td>
<td>112.53</td>
</tr>
<tr>
<td>EHydr.</td>
<td>21.29</td>
<td>37.88</td>
<td>21.31</td>
<td>107.34</td>
</tr>
<tr>
<td>Dragon</td>
<td>12.19</td>
<td>25.73</td>
<td>21.15</td>
<td>64.70</td>
</tr>
<tr>
<td>Buddha</td>
<td>10.70</td>
<td>20.15</td>
<td>14.22</td>
<td>47.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Image</th>
<th>Decompression Time (msec)</th>
<th>Rendering Time (msec)</th>
<th>Speed (fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_0</td>
<td>98.6</td>
<td>23.8</td>
<td>7.99</td>
</tr>
<tr>
<td>I_1</td>
<td>25.4</td>
<td>16.6</td>
<td>23.80</td>
</tr>
<tr>
<td>I_2</td>
<td>6.3</td>
<td>9.4</td>
<td>63.96</td>
</tr>
<tr>
<td>I_3</td>
<td>20.9</td>
<td>10.1</td>
<td>32.31</td>
</tr>
<tr>
<td>I_4</td>
<td>78.9</td>
<td>17.4</td>
<td>10.37</td>
</tr>
</tbody>
</table>

Table 1: Storage for \( I_i \), \( D_i \) and the total system

Table 2 shows the decompression time, rendering time, and frame rate on different image levels. All numbers in this table are the average numbers over different models. \( I_i, i = 0, 1, 2 \) are full images of \( 512 \times 512, 256 \times 256, \) and \( 128 \times 128 \) resolutions, respectively. \( D_i, i = 0, 1 \) are the image differences we discussed in
Section 2.2. The image error is the root-mean-squared difference between the two images. The errors reported are with respect to the $I_0$ image.

3 Hybrid Rendering

Image-based rendering is a two-stage process. The first stage is offline preprocessing that includes sampling of the necessary scene information and setting up data structures, possibly with hierarchy and compression, to reduce access times. The second stage deals with real-time rendering of pre-processed image data which may include image interpolation and warping. Like conventional image-based method, our hybrid method also has two stages and the key difference is that, instead of using three- or four-channel color values for each image, we compute the exact visibility of each triangle for each viewpoint, and only the visible (displayed) triangles are stored for each viewpoint.

3.1 Preprocessing

We adopt the same environment settings as we did in the JPEG image-based rendering system, see section 2.1.

3.1.1 Encoding Triangle IDs

In order to compute the visibility for each triangle, we assign each triangle a unique id when we load the dataset. We then decompose the number, in binary format, into three consecutive bytes and assign them to R, G, and B in order. During the dumping process, we render the whole dataset with the given RGB value for each triangle as its color. Notice here that in order to render all colors correctly, the illumination and antialiasing function in OpenGL should be turned off. We then read the color buffer of this image to get the color for each pixel and compose the R, G, B back to the id. We currently use unsigned char for each single color value, which means, with a one-pass encoding process, we can encode as many as $2^8$ triangles. For larger datasets, multiple-pass encoding processes may be needed. In our method we dump triangles for each camera position $(\theta, \phi)$ by using the dumping process we discussed in Section 2.1 into an occupancy bit-vector, say TriMap$(\theta, \phi)$.

3.1.2 Compression Process

Two types of compression are relevant in an image-based navigation of virtual environments: single-frame compression and frame-to-frame compression. We have only worked with single frame compression at this stage; the multiple frame compression, which needs more analysis and work, will be dealt with in future. For representing the visible triangles in a single frame we use an occupancy bit vector (an unsigned char array) in which each bit represents the triangle id corresponding to its position in the vector. The bit is 1 if the triangle is visible in that frame, 0 otherwise.

As the size of 3D datasets increases and the resolution of image space remains fixed, the number of dumped triangles will saturate around the display resolution. In our results, the million triangle Buddha model has on average only 5~6% visible triangles for a $512 \times 512$ resolution window. It means that most bits in a bit vector would be 0 and consecutive-0-bit-segment cases occur frequently. This result inspires us to use run-length encoding and Huffman compression.

3.2 Run-time Navigation

At run time the 3D dataset and precomputed information in compressed format is loaded first. The precomputed information not only includes the visible primitives for each frame but also includes the viewing parameters including viewing angle, distance, and so forth. The run-time viewing parameters should be exactly the same as those used in the dumping process. In the system, each camera position has a frame pointer pointing to the corresponding frame in compressed format. A Huffman tree, which is used for decompression, is also constructed for each frame.

At run time the viewer moves around in a virtual environment following discrete camera positions at $\Delta \theta$, $\Delta \phi$ increments which were used in the dumping process. For a given viewer position, we can locate the corresponding frame by following its frame pointer and decompress the frame by retracing the Huffman tree.

The rendering speed of system highly depends on the number of visible triangles and the decompression time. In our implementation, the decompression function doesn’t have to go through a whole data frame, it breaks the decompression loop immediately whenever it detects that all dumped triangles have been found and sends them to the graphics engine. However, the decompression time still depends on the size of the frame (the size of object model) and the number of visible triangles in the frame.

4 Results

We have tested five different polygonal models on SGI Challenge and Onyx2. All models are tested on $512 \times 512$ resolution window with 2592 images. We describe our results in this section.

Bunny, Dragon, and Buddha are scanned models from range images from the Stanford Computer Graphics Lab. Submarine model is a representation of a notional submarine from the Electric Boat Division of General Dynamics. The E. Hydratase Molecule (Enoyl-CoA Hydratase) is from the Protein Data Bank. All models have the vertex coordinates $(x, y, z)$ in floating-point format, and all triangles are represented by their three vertex indices (integer). Submarine has RGB color for values (unsigned char) for each triangle. The E. Hydratase Molecule has a normal vector for each vertex. All models are stored in OFF binary format.

Table 3 has the average compression ratios on all models. The average dumped tris % is the average percentage of dumped triangles over 2592 images.

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg Dumped Tris %</th>
<th>Run Length Ratio</th>
<th>Huffman Ratio</th>
<th>Total Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunny</td>
<td>35.68 %</td>
<td>1.47</td>
<td>1.29</td>
<td>1.82</td>
</tr>
<tr>
<td>Submarine</td>
<td>2.83 %</td>
<td>6.27</td>
<td>1.46</td>
<td>9.16</td>
</tr>
<tr>
<td>E. Hydratase</td>
<td>11.21 %</td>
<td>3.54</td>
<td>1.24</td>
<td>4.38</td>
</tr>
<tr>
<td>Dragon</td>
<td>7.79 %</td>
<td>1.68</td>
<td>1.60</td>
<td>2.69</td>
</tr>
<tr>
<td>Buddha</td>
<td>4.04 %</td>
<td>2.32</td>
<td>1.75</td>
<td>4.07</td>
</tr>
</tbody>
</table>

Table 3: Compression Ratios for the Hybrid Method

In Table 4, P refers to conventional Polygonal rendering, H refers to the Hybrid rendering system discussed in Section 3, I refers to the Multi-level Image-based rendering system discussed in Section 2. The Image Error is the root-mean square error with respect to the images rendered from the conventional polygonal rendering. Dumps is the time for decompression. As can be seen, the Hybrid method has consistently low image errors. Multi-level image-based rendering has the highest image error amongst these methods, since JPEG compression, image differences, and texture mapping all contribute to the final image error. For the Hybrid method, all visible triangles are stored in a bit vector and compressed by two steps: run length encoding and Huffman compression. The decompression and rendering speeds are highly dependent on the displayed frame size and the number of dumped triangles in that frame. The rendering speed on the Submarine is much slower than other models.
because we do the coloring for each rendered triangle. Without coloring, the *Polygonal* method has the average rendering speed about 7–9 frames/sec and the *Hybrid* method is over 10 frame/sec.

The traditional polygon rendering has the best quality amongst all methods and least storage, but it has the lowest rendering speed. The hybrid method which only renders visible triangles has very good rendering speeds, but needs much more storage than traditional polygon rendering. Multi-level JPEG provides progressive refinement and has the lowest rendering complexity, but needs a lot of storage. Figure 2 shows the images displayed by these methods on various models.

![Image](a) Polygonal: 376,436 tris  (b) Hybrid: 5,201 tris  (c) JPEG Level 0  (d) JPEG Level 2

Figure 2: Different Rendering Methods on the Submarine

<table>
<thead>
<tr>
<th>Model</th>
<th>System</th>
<th>Storage MB</th>
<th>Time and Speed</th>
<th>Image Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decompress (msec)</td>
<td>Render (msec)</td>
</tr>
<tr>
<td>Bunny 69K tris</td>
<td>P</td>
<td>1.54</td>
<td>61.3</td>
<td>16.39</td>
</tr>
<tr>
<td>Submarine 376K tris</td>
<td>H</td>
<td>12.35</td>
<td>90.8</td>
<td>14.79</td>
</tr>
<tr>
<td>Enoy/ICOA 717K tris</td>
<td>I</td>
<td>52.74</td>
<td>13.1</td>
<td>4.28</td>
</tr>
<tr>
<td>Dragon 871K tris</td>
<td>P</td>
<td>12.85</td>
<td>3549.0</td>
<td>3.28</td>
</tr>
<tr>
<td>Buddha 1087K tris</td>
<td>H</td>
<td>13.32</td>
<td>118.1</td>
<td>7.33</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>136.20</td>
<td>107.8</td>
<td>27.1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>14.95</td>
<td>777.4</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>37.93</td>
<td>177.8</td>
<td>4.76</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>88.86</td>
<td>108.6</td>
<td>7.26</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>19.19</td>
<td>1036.9</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>104.98</td>
<td>22.45</td>
<td>5.10</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>79.95</td>
<td>102.2</td>
<td>7.63</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>23.92</td>
<td>1638.3</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>86.56</td>
<td>69.4</td>
<td>3.82</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>55.78</td>
<td>95.9</td>
<td>27.9</td>
</tr>
</tbody>
</table>

Table 4: Comparison Results for Different Methods

5 Conclusions

In this paper we have presented a hybrid method as well as a progressive refinement image-difference-based rendering method for high-complexity rendering. Our hybrid method takes advantage of both conventional polygon-based rendering and image-based rendering. The hybrid rendering method can provide rendering quality comparable to the conventional polygonal rendering at a fraction of the computational cost and has storage that is comparable to the image-based rendering methods. The drawback is that it does not permit full navigation capability to the user as in the conventional polygonal method. However, it still retains several other useful features of the polygonal methods such as direct querying to the underlying database and ability to change illumination and material properties. In future we plan to further explore compression issues for the hybrid method by taking advantage of frame-to-frame coherence in image space and view-dependent geometric hierarchical structures.
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Abstract

In this paper, we present an interactive system for visualization of three-dimensional scalar fields. The system has been designed in order to overcome some of the problems posed by very large volume data sets. The adopted solution exploits an efficient multiresolution data structure based on a tetrahedral domain decomposition. The mesh to be rendered can be selectively refined over areas that the user considers more critical, on the basis of either field values or domain locations. The system supports different rendering techniques, such as isosurface fitting and Direct Volume Rendering (DVR).

1 Introduction

Space requirements and rendering time for a tetrahedral mesh are proportional to its resolution, i.e., to the density of its tetrahedra, and, thus, to the density of the underlying point set. When a tetrahedral mesh is too large, data simplification can be used in order to bring it to a more manageable size prior to visualization [3, 1, 8, 7, 6, 11].

In many cases, it is very useful to apply simplification selectively, e.g., only in a portion of the domain, or only in the proximity of interesting field values. This process is usually called selectiv refinement.

Mesh simplification, however, is too time-consuming to be performed on line. A more recent approach consists of decoupling the simplification phase from the selective refinement phase. This has led to multiresolution models, which have been developed in the two-dimensional case for triangle meshes (see, e.g., a survey in [5]). Basically, such models encode the simplification steps as a partial order, from which a virtually continuous set of meshes at different Levels Of Detail (LODs) can be extracted, based on efficient graph traversal strategies.

Here, we present a volume visualization system, called TAn2 (Tetrahedra Analyzer 2), which is based on a multiresolution model which specializes for the three dimensional case the model proposed in [4, 9], called the Multi-Resolution (MT).

TAn2 exploits multiresolution not only for reducing data complexity uniformly, but also for varying the resolution through data domain. Selective refinement can be based either on the levels of the isosurfaces to be rendered, or on a spatial location within the domain. These features allow the user to focus on those areas that are considered more critical.

One of the major objectives of TAn2 is to enable a low cost PC platform to perform those tasks that are nowadays the realm of more costly graphics workstations. We assume a PC architecture equipped with 512MB RAM and a graphics board having a sustained throughput at least of 1 M shaded triangles/sec. We consider an application which manages datasets based on a tetrahedral decomposition of the 3D space, with scalar data associated with the mesh geometry, and supports Direct Volume Rendering (DVR), isosurface fitting and cross-slice rendering at a reasonable degree of interactivity (10 fps). Under the above assumptions, a standard volume visualization system could only work with a mesh not exceeding either 350K vertices when doing isosurface rendering, or 3K vertices when doing DVR (see [2] for details). On the contrary, TAn2 can manage meshes of up to 12 M vertices by using user-driven selective refinement prior to visualization. A more detailed description, presenting also the underlying data structure and the selective refinement techniques on which TAn2 is based, can be found in [2].

2 The TAn2 system

The architecture of the TAn2 (Tetrahedra Analyzer 2) system has been designed to overcome some of the problems arising interactive visualizing very large volume data sets. The solution adopted in TAn2 is based on a multiresolution structure that describes the whole data set in an implicit and very compact way, and supports selective refinement efficiently [2]. From such structure, smaller subsets of data are extracted and rendered. The amount of data extracted for rendering and their level of resolution (possibly variable over the domain) are selected in such a way to give the largest mesh that can be rendered under the given time and resource constraints. The system has been implemented in C++ and runs under both Windows and Linux.

TAn2 system provides both visualization through isosurfaces, cross sections and Direct Volume Rendering (DVR) on uniform or variable LOD. In isosurface rendering mode, one or more isosurfaces may be displayed.
at a time; data visualized can be enriched by introducing cross section planes (see Figure 3). The DVR approach adopted is based on a depth-sorting and a composition of tetrahedral cells [10, 12].

In all rendering modalities (isosurfaces, cross planes and DVR), appearance parameters such as colors and transparency values are determined by means of a user-defined Transfer Function (TF). The Transfer Function defines how field values are mapped into color and transparency values that will be used in rendering. The TF is defined in terms of RGBA components through linear interpolation of the RGBA values specified by the user at a finite set of field values. The system contains a visual interactive tool for editing transfer functions (see Figure 2).

2.1 Role of Multiresolution within the System

Within the system, a compact multiresolution data structure, the Multi-Tesselation (MT), is maintained, which describes the whole data set in an implicit way. This data structure requires only about 36 bytes for storing a model having n vertices at the highest resolution, and for supporting all multiresolution operations. In [2], we show that the MT has a compression factor of about 6 with respect to storing just the mesh at the maximum resolution with a standard data structure.

For the purpose of rendering, a current mesh is stored, which is dynamically extracted from the MT by selecting just a subset of the data. Rendering is performed based on the current mesh. The current mesh has a suitable size to be rendered with the available memory and with an interactive frame rate, depending on the current viewing modality. The resolution of the current mesh is either uniform or variable over the domain, and is chosen based on the current viewing parameters so as to provide the highest possible quality of displayed images within the size constraints. In particular, the system supports the following uses of multiresolution:

- **Uniform LOD**: the resolution of the current mesh used in rendering is uniform over the domain based on an approximation error threshold specified by the user.

- **Variable LOD based on spatial location in the domain**: the user specifies both an error threshold and a focus volume, e.g., an axis-aligned box. The focus volume is used as a sort of 3D magnifying glass in order to explore a dataset by increasing resolution only locally.

- **Variable LOD based on field value**: the current mesh satisfies the error threshold specified by the user just in proximity of the isosurface values currently selected, while the resolution of the mesh in areas that do not contain such values is coarser.

Tan2 accepts as input either a plain tetrahedral mesh or a Multi-Tesselation. The construction of the Multi-Tesselation is performed off-line by an independent application; we use a simplification code based on edge collapse described in [1].

3 System Architecture

The architecture of the Tan2 system is depicted in Figure 1 and consists of six modules which are described in the following paragraphs. The GUI Manager is responsible for rendering all GUI-related areas of the system interface, managing user interaction, and filtering all user inputs before passing them to other modules.

The interface of Tan2, shown in Figure 2, consists of one main window subdivided into two regions. The View region (on the left) is devoted to the visualization of the dataset. The 3D scene visualized in the View region is managed by the Rendering Engine. The Transfer Function region (on the right) gives an innovative unified GUI framework for the interactive setting of the current TF, the selection of isosurface thresholds, and the selection of the error threshold for mesh extraction from the MT.

The Transfer Function region contains a visual editor to interactively design or modify the current TF, to set up the parameters for the selection of isosurfaces and for the extraction of the current mesh from the MT. Changes to either the TF, or the isosurface values, or the error threshold, are managed by the Transfer Function Manager with the help of the Multiresolution Engine and of the Current Model Manager.

The Transfer Function Manager collects all parameters set by the user, which are related to the current TF, to the current isosurface values, and to the current error threshold. The Transfer Function Manager acts as a filter that redirects the user specifications to the appropriate modules which handle them.

The Multiresolution Engine is driven by interactively manipulating either the handle of the current error threshold in the Transfer Function region of the GUI, or the manipulator 3D widget provided to select the spatial focus region. The GUI Manager communicates any changes to the Transfer Function Manager, which in turn invokes the Multiresolution Engine. Based on the new error threshold, the Multiresolution Engine extracts a new mesh from the MT and sends it to the Current Model Manager.
The Current Model Manager is devoted to the management of the current mesh: a dynamically modifiable tetrahedral mesh that stores the model as extracted from the MT, enriched with data needed in various visualization modalities (like isosurfaces, colors, etc). In other words, it maintains the ready-to-render model.

The Isosurface Engine computes new isosurfaces on command of the Transfer Function Manager, or new cross sections following the requests of the GUI Manager. These updated surface meshes are maintained in the Current Model Manager.

The Rendering Engine performs rendering either of isosurfaces, or directly of the data set (possibly through DVR).

In the example of Figure 2, a uniform resolution mesh has been extracted (the corresponding error threshold is the one selected with the multiresolution extraction handle), and three different isosurfaces are fitted and rendered (corresponding to the three isosurface handles shown) together with the mesh boundary surface.

4 Results

In this section, we show images and performance statistics obtained from the TAn2 system on the Turbine Blade dataset (106,795 vertices, 576,576 tetrahedra), a curvilinear mesh courtesy of AVS Inc. (tetrahedralized by O.G. Staadt). Turbine Blade is a rather large dataset, non-convex, containing many degenerate cells (i.e., having zero volume). It contains 41,920 boundary cells. An estimate of the average size of the isosurfaces fitted on this data set has been computed by considering nine field values equally distributed in the dataset field range: the estimated average size is about 70K faces per isosurface.

Meshes at uniform resolution have been extracted from the multiresolution representation of the Turbine dataset according to a constant error threshold. The sizes of such meshes are reported in Table 1, where the error value is measured as a percentage of the field range. Table 1 contains also results on isosurface generation from variable LOD meshes constructed on the basis of the field value. The value of the resolution threshold used in mesh extraction ($\varepsilon = 2\%$) are measured as percentages of the dataset field range; the corresponding mesh sizes are also reported. It has to be noted that if the dataset contains an isosurface which intersects a large number of mesh cells, then the corresponding variable LOD cannot be very concise. An example is provided by the variable LOD mesh corresponding to the active isosurface of value 160.28 and to an error $\varepsilon = 0.1$ (see Table 1). In this case, the joint use of a field-based and of a spatial domain-based focusing filter can improve data reduction capabilities. While under the configuration described above ($\varepsilon = 0.1$, isosurface=160.28) we obtain a variable LOD mesh composed of 473K cells, we can easily produce a representation of smaller size (in the range of 80K cells) by focusing on a domain subvolume. The multiresolution extraction time is in general nearly interactive.

Finally, images representing the other two rendering modalities are in Figures 3 and 5. In the first one, we show a cross plane extracted using a variable LOD (40k cells out of the original 576k) under a resolution error threshold $\varepsilon = 2\%$. In the latter, we show a hybrid DVR image (integrated isosurfaces plus DVR) on the same variable LOD.

5 Conclusions

The TAn2 system supports rendering of datasets that are about six times larger than those that could fit in memory with a traditional system, and from 30 to 4000 times larger than those that could be visualized interactively (depending on whether we are doing isosurface rendering or DVR).

To our knowledge, TAn2 is the only multiresolution volume visualization system able to deal with irregular datasets and non-convex domains efficiently.
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Table 1: Results of generating isosurfaces through the extraction of meshes at variable resolution from the multiresolution representation of the Turbine dataset. The error is measured as a percentage of the field range, and depends on the current selected isosurfaces (it is $\varepsilon$ on tetrahedra contributing to the isosurface cells; any error on other tetrahedra). Last two columns show sizes of meshes at uniform resolution extracted from the multiresolution representation of the Turbine dataset.

<table>
<thead>
<tr>
<th>isosurface threshold</th>
<th>$\varepsilon$</th>
<th>tetra</th>
<th>isosurf. size</th>
<th>$\varepsilon$</th>
<th>tetra</th>
<th>isosurf. size</th>
<th>$\varepsilon$</th>
<th>tetra</th>
<th>isosurf. size</th>
<th>% of field range</th>
</tr>
</thead>
<tbody>
<tr>
<td>187.28</td>
<td>0.0</td>
<td>352,556</td>
<td>73,852</td>
<td>0.1</td>
<td>134,901</td>
<td>33,759</td>
<td>1.0</td>
<td>406,111</td>
<td>16,286</td>
<td>0.1</td>
</tr>
<tr>
<td>160.28</td>
<td>0.1</td>
<td>475,625</td>
<td>141,978</td>
<td>0.1</td>
<td>169,824</td>
<td>67,900</td>
<td>1.0</td>
<td>46,046</td>
<td>24,017</td>
<td>0.5</td>
</tr>
<tr>
<td>183.17</td>
<td>0.0</td>
<td>203,311</td>
<td>28,718</td>
<td>0.1</td>
<td>100,798</td>
<td>18,081</td>
<td>1.0</td>
<td>36,148</td>
<td>8,343</td>
<td>1.0</td>
</tr>
<tr>
<td>206.07</td>
<td>0.1</td>
<td>100,988</td>
<td>8,296</td>
<td>0.1</td>
<td>69,604</td>
<td>6,858</td>
<td>1.0</td>
<td>28,637</td>
<td>3,167</td>
<td>5.0</td>
</tr>
<tr>
<td>217.52</td>
<td>0.0</td>
<td>106,298</td>
<td>3,000</td>
<td>0.1</td>
<td>47,810</td>
<td>2,621</td>
<td>1.0</td>
<td>22,486</td>
<td>1,548</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Figure 2: The main window of the TAn2 system. The isosurfaces shown have been computed on a uniform LOD mesh containing 183K tetrahedra extracted from the multiresolution representation of the Turbine dataset.

Figure 3: An image of a Turbine variable LOD (40k cells, $\varepsilon = 2\%$) with a cross plane.

Figure 4: An image of a Turbine variable LOD mesh (65k cells, extracted under approximation error $\varepsilon = 0.01\%$ in the interior of the focus region, and error $\varepsilon = 10\%$ in the external space).

Figure 5: An hybrid DVR (integrated isosurfaces plus DVR) image of a Turbine variable LOD (40k cells, $\varepsilon = 2\%$) is shown.
Figure 1: Shrink-wrap result for .3% of a terascale-simulation surface. This conversion from irregular mesh to a semi-regular form enables wavelet compression and view-dependent optimization.

Abstract

Currently, large physics simulations produce 3D fields whose individual surfaces, after conventional extraction processes, contain upwards of hundreds of millions of triangles. Detailed interactive viewing of these surfaces requires powerful compression to minimize storage, and fast view-dependent optimization of display triangulations to drive high-performance graphics hardware. In this work we provide an overview of an end-to-end multiresolution dataflow strategy whose goal is to increase efficiencies in practice by several orders of magnitude. Given recent advancements in subdivision-surface wavelet compression and view-dependent optimization, we present algorithms here that provide the “glue” that makes this strategy hold together. Shrink-wrapping converts highly detailed unstructured surfaces of arbitrary topology to the semi-structured form needed for wavelet compression. Remapping to triangle bintrees minimizes disturbing “pops” during realtime display-triangulation optimization and provides effective selective-transmission compression for out-of-core and remote access to these huge surfaces.

1 Background

Terascale physics simulations are now producing tons of terabytes of output for a several-day run on the largest computer systems.
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An example: the Gordon Bell Prize-winning simulation of a Richtmyer-Meshkov instability in a shock-tube experiment [5] produced isosurfaces of the mixing interface with 460 million unstructured triangles using conventional extraction methods. New parallel systems are three times as large as when this run took place, so billion-triangle surfaces are to be expected shortly. Since we are interested in interaction, especially sliding through time, surfaces are precomputed (if they were not, the 100 kilotriangle-per-processor rates for the fastest isosurface extractors would result in several minutes per surface on 25 processors). Using 32-bit values for coordinates, normals and indices requires 16 gigabytes for a single surface, and several terabytes for a single surface tracking through all 274 time steps of the simulation. This already exceeds the compressed storage of the 3D fields from which the surfaces are derived, and adding additional isolevels or fields per time step would make this approach infeasible. With the gigabyte-per-second read rates of current RAID storage, it would take 16 seconds to read a single surface. A factor of 100 compression with no perceptible loss would cleanly solve both the storage and load-rate issues. This may be possible with new bicubic subdivision-surface wavelets [1].

Another bottleneck occurs with high-performance graphics hardware. The fastest commercial systems as of this writing can effectively draw around 20 million triangles per second, i.e. around 1 million triangles per frame at 20 frames per second. Thus almost a thousand-fold reduction in triangle count is needed. This level of reduction is too aggressive to be done without taking the interactively-changing viewpoint into account. As the scientist moves close to a feature of interest, that feature should immediately and seamlessly be fully resolved while staying within the interactive triangle budget. This can be formulated as the optimization of an adaptive triangulation of the surface to minimize a view-dependent error measure such as the projected geometric distortion on the screen. Since the viewpoint changes 20 times per second, and the error measure changes with the viewpoint, the million-element adaptation must be re-optimized continuously and quickly. The fastest theoretic time
that any algorithm can perform this optimization is \( O(\Delta \text{output}) \), an amount of time proportional to the number of element changes in the adaptation per frame. The ROAM algorithm achieves this optimal time using adaptations built from triangle bintrees [3]. With this approach in a flight-simulation example, around 3% of the elements change per frame, resulting in a thirty-times speedup in optimization rates. This is critically important since the bottleneck in fine-grained optimizers is processing time rather than graphics hardware rates.

The wavelet compression and view-dependent optimization are two powerful tools that are part of the larger dataflow from 3D simulation to interactive rendering. These are by no means the only challenging components of a terascale visualization system. For example, conversion is required to turn irregular extracted surfaces into a form appropriate for further processing (see Figure 1). Before turning to our focus on the two surface-remapping steps that tie together the overall dataflow, we give an overview of the complete data pipeline for surface interaction.

2 End-to-End Multiresolution Dataflow

The processing steps required to go from massive 3D field data to the interactively-changing optimal triangulations sent to graphics hardware involve six steps:

**Extract:** get unstructured triangles through accelerated isosurface extraction methods or through material-boundary extraction from volume-fraction data [2].

**Shrink-wrap:** convert the high-resolution unstructured triangulation to a similarly detailed surface that has subdivision-surface connectivity (i.e. is semi-regular), has high parametric quality, and minimizes the number of structured blocks. This uses three phases: (1) compute the signed-distance transform of the surface, (2) simplify the surface to a base mesh, and (3) iteratively subdivide, smooth and snap the new mesh to the fine-resolution surface until a specified tolerance is met.

**Wavelet compress:** for texture storage, geometry archiving, and initial transmission from the massively-parallel code runs, use high-order wavelets based on subdivision surfaces for nearly-lossless compression.

**Triangle bintree re-map:** re-map the shrink-wrap parameterization to be optimal for subsequent view-dependent optimization (this is different than being optimal for high-quality wavelet compression). This involves piecewise-linear “wavelets” without any vanishing moments, but where most wavelet coefficients can be a single scalar value in a derived normal direction, and where highly localized changes are supported during selective refinement.

**Selective Decompress:** asynchronously feed a trickle of compressed detail where the view-dependent adaptation is most likely to find missing values during selective refinement in the near future. This trickle can be efficiently stored in chunks for efficient I/O or network transmission.

**Display-list optimization:** perform the realtime optimization of the display-list adaptive triangulation each frame, making maximal use of frame-to-frame coherence to accelerate frustum culling, element priority computation, and local refinement and coarsening to achieve the optimum per-view geometry.

The six processing steps occur in the order listed for terascale surface visualization. The first three steps—extraction, shrink-wrap and wavelet compress—typically occur in batch mode either as a co-process of the massively parallel physics simulation, or in a subsequent parallel post-processing phase. Given the selective access during interaction, and given the already existing wavelet hierarchy, the remapping for ROAM interaction can happen on demand given modest parallel resources. Because the ROAM remapping works in time \( O(\text{output}) \) in a coarse-to-fine progression, the amount of computation per minute of interaction is independent of the size of the physics grid or the fine-resolution surfaces. The ROAM remapper is envisioned as a runtime data service residing on a small farm of processors and disks, that reads, remaps and feeds a highly compact data stream on demand to the client ROAM display-list optimizer. This server-to-client link could be across the campus LAN or over high-speed WAN to provide remote access. the ROAM algorithm works at high speed per frame to optimize the display triangulation, and thus will reside proximate to the graphics hardware.

The remainder of this paper focuses on the two remapping steps in this dataflow. The first prepares a surface for wavelet compression, the second for ROAM triangle bintree optimization.

3 Shrink-Wrapping Large Isosurfaces

Before subdivision-surface wavelet compression can be applied to an isosurface, it must be re-mapped to a mesh with subdivision-surface connectivity. Minimizing the number of base-mesh elements increases the number of levels in the wavelet transform, thus
increasing the potential for compression. Because of the extreme size of the surfaces encountered, and the large number of them, the re-mapper must be fast, work in parallel, and be entirely automated. The compression using wavelets is improved by generating high-quality meshes during the re-map. For this, highly smooth and non-skewed parameterizations result in the smallest wavelet coefficient magnitudes, yielding small outputs after entropy coding. In addition, we would like to allow the new mesh to optionally have simplified topology, akin to actual physical shrink-wrapping of complex 3D objects with a few connected sheets of plastic.

The algorithm we propose for this shrink-wrapping is an elaboration of the method described in [1]. That method was used to demonstrate wavelet transforms of complex isosurfaces in a non-parallel, topology-preserving setting. The algorithm takes as input a scalar field on a 3D mesh and an isolevel, and provides a surface mesh with subdivision-surface connectivity as output, i.e. a collection of logically-square patches of size \((2^n + 1) \times (2^n + 1)\) connected on mutual edges. The algorithm at the high level is organized in three steps:

**Signed distance transform:** for each grid point in the 3D mesh, compute the signed-distance field, i.e. the distance to the closest surface point, negated if in the region of scalar field less than the isolevel. Starting with the vertices of the 3D mesh elements containing isosurface, the transform is computed using a kind of breadth-first propagation. Data parallelism is readily achieved by queueing up the propagating values on the boundary of a subdomain, and communicating to the block-face neighbor when no further local propagation is possible.

**Determine base mesh:** To preserve topology, edge-collapse simplification is used on the full-resolution isosurface extracted from the distance field using conventional techniques. This is followed by an edge-removal phase (edges but not vertices are deleted) that improves the vertex and face degrees to be as close to four as possible. Parallelism for this mode of simplification is problematic, since edge-collapse methods are inherently serial using a single priority queue to order the collapses.

To allow topology reduction, the 3D distance field is simplified before the isosurface is extracted. Simplification can be performed by using wavelet low-pass filtering on regular grids, or after resampling to a regular grid for curvilinear or unstructured 3D meshes. The use of the signed-distance field improves the simplified-surface quality compared to working directly from the original scalar field. To achieve the analog of physical shrink-wrapping, a max operation can be used in place of the wavelet filtering. This form of simplification is easily parallelized in a distributed setting.

**Subdivide and fit:** The base mesh is iteratively fit and the parameterization optimized by repeating three phases: (1) subdivide using Catmull-Clark rules, (2) perform edge-length-weighted Laplacian smoothing, and (3) snap the mesh vertices onto the original full-resolution surface with the help of the signed-distance field. Snapping involves a hunt for the nearest fine-resolution surface position that lies on a line passing through the mesh point in an estimated normal direction of the shrink-wrap mesh. The estimated normal is used, instead of e.g. the distance-field gradient, to help spread the shrink-wrap vertices evenly over high-curvature regions. The signed-distance field is used to provide Newton-Raphson-iteration convergence when the snap hunt is close to the original surface, and to eliminate nearest-position candidates whose gradients are not facing in the directional hemisphere centered on the estimated normal. Steps 2-3 may be repeated several times after each subdivision step to improve the quality of the parameterization and fit. In the case of topology simplification, portions of surface with no appropriate snap target are left at their minimal-energy position determined by the smoothing and the boundary conditions of those points that do snap. Distributed computation is straightforward since all operations are local and independent for a given level of resolution.

The shrink-wrap process is depicted in Figure 2 for approximately 0.016% of the 460 million-triangle Richtmyer-Meshkov mixing interface in topology-preserving mode. The original isosurface fragment contains 37,335 vertices, the base mesh 93 vertices, and the shrink-wrap result 75,777 vertices.

**4 Re-Mapping for ROAM**

The Realtime Optimally Adapting Meshes (ROAM) algorithm typically exploits a piecewise block-structured surface grid to provide efficient selective refinement for view-dependent optimization. A triangle bintree structure is used. This consists of a hierarchy of logically-right-isosceles triangles, paired across common base edges at a uniform level of subdivision. A simple split operation bisects the common base edge of such a pair, turning the two right-isosceles triangles into four. Merging reverses this operation. This is depicted in Figure 3.

The shrink-wrapping process that we have described produces meshes that are technically in this form, but cause large tangential motions of the mapping during refinement even in regions of flat geometry. To correct for this, we have devised a new remapping algorithm that eliminates tangential motion altogether whenever possible during ROAM refinement, but never causes the mapping to become degenerate or ill-defined. In effect, the surface is defined by a series of neighborhood height (normal) maps, allowing details to be stored with a single scalar rather than a 3-component displacement vector. Our method is similar to the independent work of Gusakov et al. [4], differing primarily in the driving goal (efficient view-dependent optimization with crude wavelet compression in our case) and the details of mesh structure, subdivision scheme supported, intersection acceleration an so on.
The normal-remapping works from coarse to fine resolutions, remapping a complete uniform level of the hierarchy at once. The vertices of the base mesh are left fixed at their original positions. For every edge-bisection vertex formed in one subdivision step, estimated normals are computed by averaging the normals to the two triangles whose common edge is being bisected. For every vertex that has been remapped, its patch and parameter coordinates in the original map are kept. During edge bisection, the parametric midpoint is computed by topologically gluing at most two patches together from the original mesh, computing the mid-parameter values in this glued space, then converting those parameters back to unglued parameters. Given the constraints on our procedure, it is not possible for bisecting-edge endpoints to cross more than one patch boundary. A ray-trace intersection is performed from the midpoint of the line segment being bisected, in the estimated normal direction. Since we expect the intersection to be near the parametric midpoint in most cases, it is efficient to begin the ray intersection tests there for early candidates. Since the surface being ray-traced stays fixed throughout the remapping, the construction of typical ray-surface intersection-acceleration structures can be amortized and overall offer time savings (reducing the time from the remapping, this promises to provide an effective mechanism for time-consuming such as on the client end of the server-client asynchronous dataflow described earlier.

The result of remapping is shown in Figure 4 for a test object produced by Catmull-Clark subdivision with semi-sharp features. The original parameterization on the left is optimal for compression by bicubic subdivision-surface wavelets, but produces extreme and unnecessary tangential motions during triangle-bintree refinement. The remapped surface, shown on the right, has bisection-midpoint displacements (“poor man’s wavelets”) of length zero in the flat regions of the disk, and displacements of minimized length elsewhere. We note that while the main motivation for this procedure is increasing accuracy and reducing the “pops” during realtime display-mesh optimization, the typical reduction to a single scalar value of the displacement vectors (wavelet coefficients) gives a fair amount of compression. This is desirable when the re-map from high-quality wavelet parameterization and compression is too time-consuming such as on the client end of the server-client asynchronous dataflow described earlier.

We note that the ROAM algorithm naturally requires only a tiny fraction of the current optimal display mesh to be updated each frame. Combined with caching and the compression potential of the remapping, this promises to provide an effective mechanism for out-of-core and remote access to the surfaces on demand during interaction.

5 Future Work

Several pieces of the terascale dataflow strategy have been realized to date, but many challenges remain to create a full capability:

1. For topology-preserving simplification, the inherently serial nature of the queue-based schemes must be overcome to harness parallelism.

2. Transparent textures or other means must be devised to handle the un-mapped surface regions resulting from topology-simplifying shrink wrapping.

3. The shrink-wrapping procedure can fail to produce one-to-one, onto mappings in some cases even when such mappings exist. Perhaps it is possible to revert to expensive simplification schemes that carry one-to-one, onto mappings only in problematic neighborhoods.

4. Shrink-wrapping needs to be extended to produce time-coherent mappings for time-dependent surfaces. This is a great challenge because of the complex evolution that surfaces go through during physics simulations.
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Abstract

Clustering-based Multiresolution Methods for Scientific Visualization

In this presentation, a generic framework for the creation of hierarchical data representations for applications in scientific visualization is described. The framework is based on clustering, which is a fundamental technique in classical data analysis and statistics. The major strength of the clustering-based approach for the construction of hierarchical representations for very large scientific data sets is its universal applicability. By using different error metrics, in combination with altering parameters of the clustering process, the clustering method can be used to solve a wide range of problems in scientific visualization and hierarchical data exploration. Adaptations of the general clustering framework were developed and used for the specific purposes of (i) feature extraction from volumetric data sets; (ii) surface reconstruction from digitized/scanned objects; (iii) simplification/coarsening of surface meshes; (iv) simplification of vector field data in three-dimensional space; and (v) simplification of scalar field data in three-dimensional space.

The clustering framework supports the construction of data hierarchies for all commonly encountered discrete data formats used throughout scientific and engineering applications. This includes data sets given simply as a set of points without any connectivity information (scattered data) as well as data defined on classical finite element/finite difference meshes (rectilinear meshes, curvilinear meshes, unstructured meshes, triangular and tetrahedral meshes, etc.) The general applicability of the approach makes it superior to most other existing methods used today for the construction of hierarchical data representations.

The output of the clustering process, the cluster tree, can be used for view-dependent and adaptive rendering. View-dependent and adaptive rendering is concerned with the utilization of different data resolution levels in different regions of a data set to be visualized. As a consequence, one has to access nodes from different levels of the cluster tree to enable rendering at different resolutions in different regions in space. By coupling the view-dependent/adaptive paradigm with a scalable implementation of the hierarchy-building process, it is possible to create and interactively explore very large scientific data hierarchies in greatly reduced response times.
The concept of “visualization of scientific data without meshes” is introduced. Traditionally, different visualization algorithms were developed to create visualizations of data defined on various kinds of underlying meshes. The dependency of visualization algorithms on the underlying mesh structure (connectivity among points in space) has produced a multitude of mesh-specific rendering methods. The need to develop a framework supporting the hierarchical visualization of scientific data without dependency on point connectivity existed for a long time. The solution is proposed in this talk: instead of developing visualization algorithms for specific mesh structures, we base the visualization process entirely on the concept of merely rendering scattered data, i.e., we ignore possibly existing original point connectivity. Based on this paradigm, we have created a new approach for both the construction and utilization of scientific data hierarchies. We do not consider/establish point connectivity during hierarchy generation, nor do we require a mesh to be known prior to invoking an interactive data exploration process accessing a generated “meshless” data hierarchy.

We demonstrate the value of meshless hierarchical visualization for three-dimensional scalar and vector field data sets. The scientific data visualization process typically requires local analytical field approximation, which we can compute highly efficiently by constructing localized scattered data approximations, which are analytical field descriptions obtained from discrete point data without connectivity information. The meshless paradigm for hierarchy construction and storage is extremely space-efficient.

We introduce the concept of visualization-space error metrics. Traditional numerical analysis and approximation theory base the quality of an approximation of a function by considering the deviation of the approximation and the function being approximated in the space/domain over which they are defined. In the context of data approximation having the purposes of visualization in mind, another measure for “approximation quality” might be appropriate: an approximation of some original discrete scientific data set is a good approximation when the visualizations of the approximation and the original data set differ minimally. By considering, during the stage of hierarchy construction, the visualization methods that will eventually be used for rendering, it is possible to construct a visualization-method-dependent data hierarchy — whose visualization will allow the best possible visualization at each level of resolution.
Mesh Edge Detection
Andreas Hubeli, Kuno Meyer, Markus Gross
Department of Computer Science, ETH Zurich, Switzerland

Abstract

We present a framework to extract line-type features from unstructured two-manifold meshes. Our method computes a collection of piecewise linear curves describing the salient features of the mesh, such as edges and ridge lines. Our algorithms are semi-automatic, that is, they require the user to input a few control parameters and to select the operators to be applied to the mesh.

Our mesh edge detection algorithm can be used as a preprocessor for a variety of applications including mesh fairing and smoothing.

1 Introduction

Recent advances in acquisition systems have resulted in the ready creation of very large, densely sampled surfaces, usually represented as triangle meshes. The impossibility of real-time interaction with these large models has motivated many researchers in the computer graphics community to design advanced mesh processing methods including subsampling, restructuring, fairing and others. The early approaches, such as the vertex removal algorithm of W. Schröder [7] or the progressive mesh algorithm of H. Hoppe [4], use local error norms to construct multiresolution approximations of meshes by iteratively removing information from the input mesh.

More recent representations are based on the generalization of fairing techniques from signal processing [8], [6], [5]. They use multiresolution algorithms to improve the mesh approximation. In this paper we investigate a related problem: mesh edge detection. Our goal is to extract line-type features from meshes which can be used to construct more sophisticated multiresolution representations. The most important advantage of using line-type features is that we can force fairing algorithms to retain feature information, such as sharp edges or ridge lines - much in the same way it was accomplished for subdivision surfaces. We achieve this goal by generalizing well known computer vision techniques, such as [1], to meshes with arbitrary connectivity.

The paper is organized as follows: in section 2 we present the first major component of our framework, the set of classification operators. In section 3 we introduce the second component of our framework, the detection operators. In section 4 we describe some of the experimental results we obtained using this technique. Finally, we discuss some work in progress.

2 Classification Phase

The classification operators basically assign a weight to every edge in the mesh. The weight is proportional to the importance of the edge: ideally, edges close to or on line-type features should be assigned large weights whereas all remaining edges should get small weights. The weights will then be used to extract the subset of the “most important” edges, the so-called feature edges. They are employed in the detection phase to construct the line-type mesh features.

In the following subsections we will describe some of the classification operators we designed and tested.

2.1 Second Order Difference (SOD)

This most simple operator assigns a weight to every edge in the mesh proportional to the dihedral angle defined by the normals of its two adjacent triangles. The idea is similar to the second order difference operator constructed by Guskov et al. in [2] which was used to fair meshes of arbitrary connectivity. The operator, described by equation (1), is locally bound and can be evaluated efficiently.

\[
    w(e) = \cos \left( \frac{n_i \cdot n_j}{\|n_i\| \|n_j\|} \right)^{-1}
\]  

\(n_i\) and \(n_j\) correspond to the normals of the two triangles that share edge \(e\).

This technique is well suited for coarse, pre-optimized meshes. SOD however, performs poorly on very smooth or noisy meshes, since all computations are carried out within a small region of support.

The results in figure 5.a were generated using this operator.

2.2 Extended Second Order Difference (ESOD)

With only a little effort we can build a simple extension to the previous operator. Instead of using the normal of the two neighboring triangles, we take the average normals computed from the one-ring of the vertices opposite to the edge and apply them to equation (1). This is shown in figure 1.

![Support of the extended second order difference operator](image)

Figure 1: Support of the extended second order difference operator

The increase in the size of the support has the expected impact: the influence of noise on the classification process is significantly attenuated. However, as a drawback, ESOD does not perform that well on coarse meshes.
2.3 Best Fit Polynomial (BFP)

In this approach all the vertices used to evaluate the classification operator on an edge are projected onto a two-dimensional parameter plane. The projected vertices are then interpolated with a best fit polynomial $p(n)$ of degree $n$. Finally, the curvature of the (planar) polynomial is evaluated at the edge position $e$, as described by equation (2):

$$ w(e) = p'(e) $$

The major difficulties of this approach are the definition of the parameter plane and the proper projection of the initial vertices from 3-space. An intuitive definition of the parameter space is given in figure 2:

![Figure 2: Illustration of the parameter plane used for the BFP method (top view)](image)

We propose to set the parameter plane to be perpendicular to the edge being considered. In addition, the midpoint of the edge is defined to lie on the plane. The points used in the best fit process are computed from the intersection of the plane with a set of neighboring triangle edges. The most important advantage of this strategy is that the support of the operator can be chosen freely. That is, we can even adapt it locally for each edge. Furthermore, the degree of the fitting polynomial can be adjusted to the size of the support.

Both figure 5.b and figure 5.c were generated with variations of this operator.

2.4 Angle Between Best Fit Polynomials (ABBFP)

The last operator is an extension to the previously introduced polynomial fit. As in the previous case, polynomials are fitted through the parameter plane of every edge. This operator actually fits two polynomials: one for the vertices that lie on one side of the edge, and one for the vertices lying on the other. The weight assigned to the edge is then chosen to be proportional to the angle between the two curve tangents evaluated at the edge position. It yields according to equation (3):

$$ w(e) = \cos \left( \frac{1}{\|1, p_i'(e)\|} \left[ \frac{1, p_i'(e)}{\|1, p_i'(e)\|} \right]^{-1} \right) $$

![Figure 3: ABBFP operator](image)

All the results in figure 6 were generated using this operator and with support sizes ranging from 0.25% (figure 6.a) to 4% (figure 6.c) of the size of the object bounding box.

3 Detection Phase

As previously discussed, the classification operators are used to assign a weight to every edge in the mesh. The larger the weight, the “more important” the edge. In a second phase, proper feature lines need to be constructed. This is accomplished in three steps:

- First, a subset of feature edges is constructed. Only edges in this set will be further considered to compute the final set of line-type features.
- Next, the feature edges are clustered into patches. These patches define mesh regions where line-type features are present.
- Finally, the line-type features are extracted using a skeletonizing algorithm that reduces the patches to piecewise linear curves.

3.1 Selection of Feature Edges

This process is heavily mesh and user dependent, since the number of feature edge candidates depends both on the size and geometry of the mesh and on the user’s intention. Hence, we require the user to select appropriate threshold values. We propose the following two different strategies for thresholding:

- Standard Thresholding
  - The most simple thresholding approach analyzes every edge separately. Based on a user-provided parameter it decides whether an edge is a feature edge. The user can specify the threshold parameter both in percentage of edges that must be preserved, or as the minimal weight that an edge must have to be included into the subset of feature edges.

- Hysteresis Thresholding
  - This type of approach uses two threshold values serving as a lower and an upper bound of a hysteresis. If the weight associated with an edge is larger than the upper value, the edge is automatically discarded. The remaining edges, whose weights lie between the lower and upper bounds, are only defined as feature edges if one or more of their neighbors are feature edges. The advantage of this approach is that it constructs smoother patches in regions where feature edges are present.

3.2 Construction of the Patches

The patches are generated from the subset of feature edges using the following approach:

- every edge that shares both of its vertices with feature edges is inserted into the subset of feature edges.

As an example consider the figure 4. The results illustrated in figure 4.b demonstrate that the patches are filled with feature edges and that the size of the patches is clearly bound.

![Figure 4: Construction of the patches:](image)
3.3 Skeletonizing

As described the output of the previous step is a set of patches. As such, a patch is a collection of edge features describing the neighborhood of one or more line-type features. The final step of the detection phase is to reduce these patches to a set of line-type features. We accomplished this using the following two skeletonizing strategies:

Triangle Based Skeletonizing

This approach reduces patches to lines of a thickness smaller or equal to 2 by removing triangles from the patch - one at a time. In order to get the correct result, we have to impose constraints on the removal strategy. The drawback of this approach is that it might break up larger line-type features into multiple disconnected segments. The advantage is that can be computed very efficiently. A more detailed description has to be omitted for brevity.

Vertex Based Skeletonizing

In the second approach, we use potential fields to remove vertices from the patch. In a first step, a potential field is defined for every vertex whose strength is proportional to its distance from the patch boundary. Next, we discard all the vertices that have at least one neighbor with a larger potential. As a result we obtain a surviving subset of disconnected vertices. These vertices are subsequently glued together using certain assumptions on the potential fields. Again, further details have to be omitted.

4 Results

In this section we will present and discuss experimental results obtained on different meshes. We used both well known meshes, such as the bunny, mannequin, motor part, and the golf club, as well as a simple, smooth geological surface. Most of the meshes have an arbitrary connectivity, and they exhibit some sharp line-type features. The geological surface is the only exception, being a regular grid and not having any salient features.

In the first sequence of pictures presented in figure 5 we compare some of the operators defined in section 2. On this mesh we obtained the best results by using operators with small support. This is due to the fact that the model is only sparsely sampled. As a consequence, operators with large support include information that is geometrically too far away from the edge. This problem was addressed by constraining the support of the BFD operators. Both the SOD operator and the BFP operators generated good results.

In the second sequence illustrated in figure 6 we capture the influence of the support of the ABBFP operator. From left to right we show the influence of increasing the support from 0.25% to 4% of the size of the bounding box. In figure 6.a the support is too small, and as a consequence, the noise of the mesh corrupts the performance of the classification operator. At the other extreme, in figure 6.c the support of the operator is too large. Hence, the marked edges are clustered around only a few of the prominent mesh features. The best results have been achieved by setting the support to an intermediate value of 2%, as shown in figure 6.b.

Finally, figure 7 depicts the results obtained on different meshes by combining the classification and detection operators appropriately. Interestingly, the line-type features of the head mesh of figure 7.a include the outlines of the eyes, mouth, ears, nose and eyebrows - as we would expect it from a feature extraction algorithm. The features of the golf club mesh of figure 7.b have been recognized correctly, and all the sharp edges have been captured. Our last image in figure 7.c shows a geological surface. Although the surface does not contain any salient edges, our framework extracted a few features. By comparing these results to the actual structure of the surface, we found that the algorithm extracted local ridges and valley lines in the mesh.

5 Conclusions and Future Work

In this paper we presented a framework for the detection of line-type features in meshes of arbitrary connectivity. We proposed a two-stage process consisting of a classification phase and a detection phase. In order to handle a variety of different meshes, we provide a set of operators with different properties.

As already mentioned, the user must select the operators as well as a few parameters for the classification and detection steps. As such, the process is not fully automatic. It still requires manual assistance and tuning for optimal performance. We do not consider this as a major drawback, since all algorithms can be computed efficiently.

The presented results are encouraging, and we expect some major improvements in the near future. The most important ones include:

• Computational efficiency: although the operators are fairly efficient, it still takes a few seconds (up to a few minutes for very large meshes) to compute the features. This is certainly a drawback for interactive applications where a user might try different operators to optimize the results.

We will tackle this problem by designing a multiresolution representation of the mesh. Since the multiresolution representation effectively strives towards maintaining model features, we can identify efficiently which edges need to be considered for the computation.

• Improved classification strategy: the most important problem encountered in the classification phase is that features are not necessarily high frequency information. This is well known from image edge detection. Although, intuitively, we tried to capture low-frequency information by extending the support of the operators improvements might be obtained by mesh decomposition [3].

The advantage of such settings is that one could start the classification process on a coarse, low-frequency approximation and progressively improve the results while refining the mesh.

• For computational efficiency, our current skeletonizing strategies are based on topological distance. Taking geometric distances instead might further improve the performance of the framework.

• Our final goal is, of course, to provide a mesh analysis sophisticated enough to automatically determine the optimal operators and parameters.
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Figure 5: Results computed on a motor part using different operators:
   a) Line-type features computed using the SOD operator
   b) Line-type features computed using an extension to the BFP operator
   c) Line-type features computed using an extension to the BFP operator

Figure 6: Results computed on the bunny model using the ABBFP operator:
   a) Edges detected using a support of 0.25% of the size of the object bounding box
   b) Edges detected using a support of 1.0% of the size of the object bounding box
   c) Edges detected using a support of 4.0% of the size of the object bounding box

Figure 7: Mesh edge detection applied to other models:
   a) A mannequin head. Feature lines detected: eyes, nose, lips, ears, eyebrows
   b) A golf club. All the sharp features have been detected correctly
   c) A geological surface. Some interesting feature-lines could be extracted from this very smooth surface
Critical Points at Infinity: a missing link in vector field topology
Issac Trotts, David Kenwright, Robert Haimes
Massachusetts Institute of Technology

This paper presents an improved technique for extracting singular streamlines that extends the capabilities of vector field topology. Singular streamlines are a unique set of tangent curves that connect singular or critical points. In prior work [Ken99], we demonstrated that vector field topology (a well-known technique for extracting singular streamlines) failed to identify a class of singular streamlines because they did not originate from critical points inside the computational domain. In this paper, we show that singular streamlines that originate from critical points at infinity are the missing link and account for the previously undetectable “open” singular streamlines.

1. Background
Automated feature extraction is an emerging field of research in which meaningful features or structures are automatically extracted from large-scale computational simulations. The aim of feature extraction is to develop data analysis tools that automatically deduce the location, shape, and strength of specific features without human intervention, and do so in substantially less time than their human counterpart. Feature extraction algorithms are programmed with domain-specific knowledge, so they do not require a-priori knowledge of places to look for interesting behavior. By extracting only the salient features from a vector field, computational datasets can be distilled by a factor of $10^5$ [Ken99]. The level of data reduction can be increased beyond $10^8$ by fitting curves to the raw geometry that is produced by feature extraction algorithms. By employing feature extraction as either a co-processing [Hai95] or post-processing [Ken99] data analysis tool, it is possible to interactively visualize a terascale data set using inexpensive desktop computers.

The long-term objective of this research is to develop feature extraction tools to construct the entire vector field topology, consisting of singular points, lines, and surfaces, for 3-D and 4-D computational simulations. We are primarily interested in large-scale vector fields in computational fluid dynamics (CFD) where these features are commonly called critical points, separation lines, and separation surfaces respectively. The same geometric features can be found in other scientific fields such as electromagnetics, geomorphology, and quantum chemistry, although they given different names [Rot00].

Singular streamlines and -surfaces are immensely useful geometric features because they partition vector fields into topologically-like regions in which the streamlines and stream surfaces have a qualitatively similar behavior. They help scientists and engineers understand the mechanisms of flow separation, vortex genesis, and the formation of turbulence. Scientists often resort to hand drawn pictures to explain these phenomena because of the lack of automated tools. At present, there are no robust computational methods to extract a complete set of singular streamlines and stream surfaces from numerical simulations of fluid flows.

One of the early and most prominent feature extraction techniques is based on the classification of critical points. A critical point is a local feature that occurs where the velocity vector field is zero. In 2-D, the topology of a vector field, $\mathbf{u}$, consists of critical points and the tangent curves (instantaneous streamlines) that connect these points. Critical points are in fact degenerate streamlines, and therefore the only points in vector fields where other streamlines may start or end, except for the boundary. Because the velocity at a critical point is zero, the velocity field in the neighborhood of the critical point is determined by the Jacobian tensor $\nabla \mathbf{u}$ . Critical points are classified, to a first-order approximation, by the eigenvalues and eigenvectors of $\nabla \mathbf{u}$ .

The two-dimensional topology of a vector field is constructed by finding the set of streamlines that start or end at critical points. Helman and Hesselink [Hel91] and Globus et al. [Glo91] showed that (closed) separation lines could be generated by
integrating outwards from the “saddle” critical points in the real eigenvector directions. These tangent curves were classified as either separation or re-attachment lines based on the sign of the eigenvalues: positive (repelling) for attachment, and negative (attracting) for separation. The vector field topology conveys the essential behavior of a 2-D flow field by leaving out some geometric details about the flow in these regions.

The concept behind vector field topology is to divide the flow into closed regions in which each of the streamlines is “similar” to its neighbor. Closed separation lines are defined as singular streamlines that start and end at singular points. Experimental results from wind- and water tunnels revealed another type of singular streamline that did not start or end at a singular point. These “open” separation lines were not detectable by vector field topology methods that originated from “saddle” critical points. Kenwright et al. [Ken99] developed a technique to extract open separation lines using local phase-plane analysis. The approach successfully extracted both open and closed separation lines but had two drawbacks: it could not detect singular streamlines near vortices, and it was inaccurate in regions where the vector field was highly non-linear.

Much of the work in vector field topology employs linear expansions of the field in the neighborhood of critical points. However, this approach fails to capture the behavior of fields containing critical points with index other than 1 or –1. Scheuermann et al. introduced techniques to identify high-index critical points in 2-D [Sch98] although they did not address the issue of open and closed separation lines. Much of the existing work assumes a field domain of finite extent, whereas recent simulations of fluid flows using Lagrangian (particle based) methods can have domains of infinite extent.

For vector fields defined on an infinite domain, it is crucial to consider the "point at infinity" as an additional critical point [Nee97]. In 2-D, this idea has recently allowed us to find both open and closed separation lines by extending the ideas in vector field topology.

2. Vector field representation

To better understand such nonlinear vector fields, we have implemented a vector field designer based on the representation given by Scheuermann et al. [Sch98]. The user specifies the positions and topological indices of critical points in the plane, building up a Geometric Algebra polynomial vector field of the form:

\[ u(x) = e_1 e^{i\varphi} \prod_{j=1}^{N_1} (e_1 x - z_j)^{n_j} \prod_{j=N_1+1}^{N_1+N_2} (e_1 x - z_j)^{n_j} \]

where: \( N_1 \) is the number of positive critical points; \( N_2 \) is the number of negative critical points; \( \{e_1, e_2\} \) is an orthonormal basis for the plane; \( i = e_1 e_2 \) is the unit pseudoscalar (or unit imaginary number) of the plane; \( x_j \) is the location of the \( j \)'th critical point in the plane; \( z_j = e_1 x_j \) is the 2D spinor (or complex number) taking \( e_1 \) to \( x_j \) \( (i.e., e_1 e_1 x_j = x_j) \); \( n_j \) is the (integer) absolute value of the \( j \)'th critical point index; \( \varphi \) is a user specified angle by which every vector in \( u \) is rotated; and \( \bar{z} \) denotes the conjugate of \( z \) for any 2D spinor \( z \). This vector field representation causes numerical overflow for large values of \( |x| \), so it is necessary to find a more stable representation. Rewriting in polar coordinates, we obtain:

\[ u(x) = \alpha e_1 e^{i\varphi} e^{\sum_{j=1}^{N_1} \theta_j(x) \Delta \theta_j(x)} e^{\sum_{j=N_1+1}^{N_1+N_2} \theta_j(x) \Delta \theta_j(x)} \]

where \( \theta_j(x) \) denotes the angle in radians from \( e_1 \) to \( x - x_j \), and \( r_j(x) = |x - x_j| \). The last formula is theoretically equivalent to normalizing all of the non-zero vectors of \( u \), which amounts to nothing more than re-parameterizing all of \( u \)'s solution curves. This formula allows us to freely sample the vector field in large regions, without overflow. A comprehensive introduction to Geometric Algebra can be found in [Hes98].

3. Feature detection

The first phase of our feature detection algorithm involves integrating in critical directions from finite multisaddles (critical points having negative topological index), just as in [Sch98]. The second phase detects trajectories going to and coming from infinity by stereographically projecting the plane onto the unit sphere (Figure 3) and regarding the north pole as an additional critical point, the so-called point at infinity [Nee97, pp. 139-148].

The Poincare-Hopf theorem then asserts that:

\[ I_\infty + I_T = 2 - 2g = 2 = \chi \]
where: \( I_\infty \) is the index of point at infinity;
\[ I_F = \sum_{j=1}^{N_1} N_j - \sum_{j=2}^{N_1+N_2} N_j \] is the sum of all the
indices of finite critical points; \( g = 0 \) is the genus of
the sphere; and \( \chi \) is the Euler characteristic of the
sphere [Nee97, p. 464]. We may then solve for \( I_\infty \).
If it is zero, then the vector field has a total index of
two and behaves like a dipole when viewed from
infinitely far away. We therefore integrate two
critical trajectories “from infinity”, starting at a large
positive and a large negative multiple of \( e_1 \). If
\( I_\infty \) is negative, then the point at infinity is a multi-
saddle and we integrate from large multiples of
\( \pm e_1 \), where \( j = 0, \ldots, -I_\infty \) and
\[ \phi_j = (j \pi + \phi) / (-I_\infty) \]. Otherwise, the point at
infinity is a node, center, focus, or multipole (a
critical point having index of at least two), so we
have already found its critical trajectories by
integrating from finite multisaddles.

4. Results
Using our geometric algebra vector field designer,
several complicated 2-D vector fields were generated
that contained both open and closed separation lines.
One of these vector fields is illustrated in Figure 2.
Singular streamlines originate from four finite critical
points and one infinite critical point, i.e., the critical
point at infinity. The attracting and repelling singular
streamlines (separation and attachment lines in fluid
dynamics) are colored green and red respectively.
These are superimposed on normalized vector arrows
that indicate the local direction of the vector field.
The index of each critical point and their relationship
to other critical points is illustrated in the topology
graph in Figure 1.

Figure 1. A topology graph that shows the
index and relationship of every critical point
in the test vector field.

Figure 2. Singular streamlines extracted from a
complicated 2D vector field containing low and
high index critical points. Three techniques are
shown: conventional vector field topology
(upper), local phase plane analysis (center), and
global vector field topology with critical point at
infinity (lower).
Singular streamlines were extracted from the analytical vector field using one of three techniques. The first was linear vector field topology [Hel91], the second was local phase-plane analysis [Ken99], and the third was global vector field topology (Section 3). The results shown in Figure 2 exemplify the differences between these techniques. The linear vector field topology method only identifies singular streamlines that originate or terminate at saddle points within the computational domain. The local phase-plane analysis technique extracts considerably more lines including both open and closed singular streamlines. However, some those lines prematurely end as they approach spiral foci because the phase plane algorithm does not have a local definition for singular streamlines where the eigenvalues of \( \nabla u \) are complex numbers.

The global vector field topology shown in Figure 2, which includes singular streamlines originating from the critical point at infinity, produces a complete set of singular streamlines. The new algorithm clearly improves on the local phase-plane method because it is not limited to regions where the eigenvalues are real numbers. The 5th-order Runge-Kutta-Fehlberg numerical integration scheme also produces more accurate results in non-linear regions than the analytical linear methods employed in the phase plane algorithm.
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Simplification of Nonconvex Tetrahedral Meshes
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Abstract

We present a new solution to the well-known problems of edge collapses in nonconvex tetrahedral meshes. Additionally, our method is able to handle meshes with topologically non-trivial boundaries and to control the modification of the topology of the mesh’s boundary.

1 Introduction

In order to visualize today’s huge data sets, hierarchical representations are often employed. The production of such representations of tetrahedral volume meshes requires a simplification of the original mesh. One way of performing this simplification is to apply a sequence of edge collapses, which are discussed in some detail in section 2 with an emphasis on the problems of edge collapses in nonconvex meshes.

Our solution to these problems consists of two parts: A preprocessing step—originally suggested by Peter Williams in the context of sorting nonconvex meshes—is briefly described in section 3.

The second part—edge collapses in the resultant meshes—is discussed in section 4 with special attention being paid to modifications of the topology of the mesh’s boundary.

Section 5 presents our conclusions and plans for future work on this subject.

2 Background and Related Work

2.1 Edge Collapses

In the following we will discuss edge collapses in fair tetrahedral meshes, i.e. each face of a tetrahedral cell is either part of the boundary of the mesh or shared by (at most) two cells. Intersections of cells are not allowed; in fact avoiding them is our primary concern.

As edge collapses in triangular meshes in two dimensions are very similar to the three-dimensional case of tetrahedral meshes, we will illustrate our method with triangular meshes in Figures 1-8 before presenting the method in three dimensions in Figures 9-13.

It is useful for the description of our method to define some particular terms. We call a tetrahedron a vertex neighbor of a vertex if the vertex is shared by the tetrahedron. A tetrahedron is an edge neighbor of an edge if the edge is shared, and a vertex neighbor of an edge if one of the vertices of the edge is shared. Finally, a tetrahedron is a face neighbor of another tetrahedron if the tetrahedra share one face. The definitions of vertex and edge neighbors can also be applied to triangles in triangular meshes.

The effect of an edge collapse (see Figure 1 for a two-dimensional example) is to remove all edge neighbors of the collapsing edge and to join the two vertices of the collapsing edge in a new vertex. Figure 1 also indicates the inverse operation, which is called a vertex split.

Edge collapses are one of the most powerful tools to simplify triangular or tetrahedral meshes. They can be employed to remove vertices or edges (see [4]) and also to remove triangles or tetrahedra by successive edge collapses (see [5]).

Moreover, a sequence of edge collapses can be used to produce hierarchical representations of triangular and tetrahedral meshes as demonstrated in many publications, for example [3, 4, 5].

2.2 Avoiding Intersections of Cells

As demonstrated in Figure 2 an edge collapse can cause an intersection of cells in a triangular or tetrahedral mesh. In order to avoid such self-intersections of a mesh, edge collapses are tested before they are performed (see [4, 5]).

In convex meshes, i.e. meshes the boundary of which are convex polytopes, the test for intersections is particularly simple because any intersection of cells is accompanied by an inversion of at least one cell, i.e. a sign flip of the signed volume of a cell. (The inverted cell is marked gray in Figure 2.) Therefore, it is sufficient to test all vertex neighbors of a collapsing edge for inversions in order to avoid self-intersections. This test is local as only vertex neighbors are involved.

However, if a collapsing edge in a nonconvex mesh has vertex neighbors that are cells at the boundary (i.e. one of the faces of the cell is part of the boundary of the mesh) then the edge collapse can cause self-intersections of the mesh without causing an inversion of a cell as shown in Figures 3 and 10.
4 SIMPLIFICATION OF CONVEXIFIED MESHES

Figure 3: An edge collapse, which causes an intersection of two cells without causing an inversion of any cell.

A naive procedure to avoid such intersections is to test the vertex neighbors of the collapsing edge for intersections with all other cells of the mesh. As the time complexity of this *global* test depends linearly on the number of cells in the whole mesh, it is usually too expensive to be performed without additional auxiliary data structures. A more elaborated implementation of this test is discussed in [4] while the system described in [5] tries to preserve the boundary of the tetrahedral mesh.

However, performance issues are not the only problem of edge collapses in nonconvex meshes. Additional problems occur in disconnected meshes as edge collapses are obviously not able to join clusters of disconnected meshes in order to simplify them. More generally spoken, it is desirable to modify the topology of the mesh’s boundary in a controlled way when performing edge collapses.

Before presenting our approach to solve these problems in section 4, we describe the necessary preprocessing step in the following section.

3 Convexification of Nonconvex Meshes

More than eight years ago Peter Williams proposed in [6] to convert nonconvex meshes to convex meshes by triangulating all voids and cavities and marking the cells generated by this triangulation as *imaginary*. (*Virtual* is today’s more fashionable word for the same idea.)

Figure 4: A step-by-step convexification of the mesh shown in the left-hand side of Figure 3. From left to right: the convex hull (thick line), the nonconvex polygon (thick line) between the convex hull and the boundary of the mesh, and the mesh together with imaginary cells (white) generated by the triangulation of the nonconvex polygon.

Figures 4 and 11 summarize the basic steps of this process. Firstly, the convex hull of the mesh is computed; then all voids and cavities are identified and triangulated; finally, the new imaginary cells are attached to the existing mesh. (As will be shown in section 4 the number of imaginary cells generated by the triangulation is not relevant in the context of edge collapses. An optimal algorithm (with respect to the number of generated tetrahedra) for the tetrahedralization of nonconvex polyhedra was published in [1].)

We call this preprocessing step a *convexification* of a nonconvex mesh as it allows us to apply (slightly modified) algorithms for convex meshes to a nonconvex mesh. (In this sense the convexification might be called a *meta-algorithm*.) The following section shows how to overcome problems of edge collapses introduced by nonconvexities (including non-trivial topologies of the boundary) with the help of this preprocessing step.

4 Simplification of Convexified Meshes

4.1 Geometric Tests

As mentioned in section 2 and shown in Figure 3, edge collapses in nonconvex meshes can cause intersections of cells without causing an inversion of any cell. In convexified meshes, however, such edge collapses will always cause an inversion of at least one imaginary cell as shown in Figure 5 for the same edge collapse as in Figure 3 in a convexified version of the same triangular mesh.

Figure 5: The edge collapse of Figure 3 in the convexified mesh from Figure 4 causes an inversion of an imaginary cell (dark gray). (Compare also with Figure 2.)

Therefore, convexified meshes allow us to test for self-intersections of cells by simply testing all vertex neighbors (including imaginary cells) of the collapsing edge for sign flips of the signed cell volume, which is a local, geometric test as in the case of convex meshes. Thus, the total number of new imaginary cells generated by the convexification is not relevant for the efficiency of this test.

4.2 Preservation of the Convex Hull

Not only are edge collapses in nonconvex meshes more complicated than in convex meshes, they can also transform a convex mesh into a nonconvex mesh.

Figure 6: An edge collapse, which could generate a nonconvexity. Two new imaginary cells are inserted in order to preserve the original convex hull.

An example is depicted in Figure 6, which also shows our solution: Instead of recomputing the convex hull (a global operation if implemented naïvely), we insert imaginary cells between the new vertex and the convex hull in order to preserve the original convex hull. (The effect can also be seen at the bottom of Figure 12.)
This is an efficient, local operation. However, it will also insert some new edges; therefore, a simplification process might run into an endless loop by collapsing edges which are instantly reconstructed by the insertion of imaginary cells. In order to avoid this problem, a simple test for edge collapses has to be added. Edge collapses are avoided if the following three conditions are met: All edge neighbors of the collapsing edge are imaginary, one vertex is part of the boundary of the mesh, and all vertex neighbors of this vertex are imaginary. (For an example see the edge between the new imaginary cells in the right-hand side of Figure 6.)

### 4.3 Topology Preservation

Edge collapses in convexified meshes are considerably more powerful than edge collapses in the original meshes. For example, disconnected meshes can be joined in order to be simplified, tunnels in the boundary of a mesh can be closed, bridges between meshes can be broken, etc. (Figure 12 shows a new connection between originally disconnected parts of the mesh in the top-right corner and a disconnection of cells at the bottom.)

However, not all of these features are always welcome; instead, it is more appropriate to have full control over the modifications of the topology of the mesh’s boundary. Here we present two very simple tests for edge collapses in order to avoid topological changes of the mesh. Both tests involve only vertex neighbors of the collapsing edge. Before presenting these topological tests, we have to define some basic terms.

**Def.:** The type of a cell is either imaginary or non-imaginary.

**Def.:** A cell $T_1$ is connected to a cell $T_2$ of the same type if the cells share a vertex (direct connection), or if $T_1$ is connected to a third cell $T_3$ of the same type that is connected to $T_2$ (indirect connection).

**Def.:** Two cells are disconnected if they are not connected.

Using this definition we can state that the collapse of an edge $e$ can disconnect two previously connected cells if at least one of the edge neighbors of $e$ is isolated. This is then a necessary condition, which works for triangular and tetrahedral meshes. (Note that the faces of a triangular cell are its edges.)

These two topological tests allow us to avoid new connections and/or disconnections simply by avoiding edge collapses that fulfill the conditions stated above. An example with a topological non-trivial mesh is given in Figure 13, which should be compared with Figure 12, where these tests were not applied.

### 5 Conclusions and Future Work

An idea of Peter Williams to convert nonconvex into convex meshes was successfully applied to solve the problems of edge collapses in nonconvex tetrahedral meshes with topologically non-trivial boundaries, which may be non-manifolds. Intersections of cells, new nonconvexities of the boundary, and modifications of the topology are identified and avoided by efficient, local tests. Therefore, the particular problems of simplifying nonconvex meshes by edge collapses are in principle solved.

However, many problems are still open: an efficient and robust computation of the convex hull of an arbitrary tetrahedral mesh; an efficient and robust computation of the tetrahedralization of an arbitrary polyhedron; more elaborated definitions of topology preserving edge collapses (see [2]); and, of course, applications to real-world data sets.
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Figure 9: The nonconvex tetrahedral mesh that is the starting point for the calculations depicted in Figures 10-13.

Figure 10: The tetrahedral mesh from Figure 9 after one edge collapse, which causes two self-intersections of the mesh. One of the self-intersections is shown in detail.

Figure 11: (Intermediate) results of the convexification of the mesh shown in Figure 9. From left to right: the convex hull of the mesh; the nonconvex polyhedron between the convex hull and the boundary of the mesh, which has to be tetrahedralized; and the mesh together with imaginary tetrahedra generated by the tetrahedralization (only edges of imaginary cells are shown).

Figure 12: The result of a simplification of the convexified mesh depicted in Figure 11 without topological tests. The geometric tests guarantee that there are no self-intersections and hamper further edge collapses.

Figure 13: Topological tests in a simplification of the mesh from Figure 11 guarantee the preservation of the connectivity. Therefore, the simplification process is halted earlier than without these tests.
A Multi-Resolution Interactive Previewer for Volumetric Data on Arbitrary Meshes

Oliver Kreylos* Kwan-Liu Ma* Bernd Hamann*

Abstract

In this paper we describe a rendering method suitable for interactive previewing of large-scale arbitrary-mesh volume data sets. A data set to be visualized is represented by a “point cloud,” i.e., a set of points and associated data values without known connectivity between the points. The method uses a multi-resolution approach to achieve interactive rendering rates of several frames per second for arbitrarily large data sets. Lower-resolution approximations of an original data set are created by iteratively applying a point-decimation operation to higher-resolution levels. The goal of this method is to provide the user with an interactive navigation and exploration tool to determine good viewpoints and transfer functions to pass on to a high-quality volume renderer that uses a standard algorithm.

1 Introduction

Current visualization methods for arbitrary-mesh, volumetric data sets do not allow interactive rendering, or even low-quality previewing, of large-scale data sets containing several million grid points. In most cases, a scientist creates or measures such a data set without a-priori knowledge of where to find the features she is looking for; sometimes, even without knowing what those features are. Volume visualization has proven to be a very helpful tool in these situations. But without interactive navigation and exploration tools, finding features in a very large data set and highlighting them using customized transfer functions is very difficult and time-consuming.

If images of a data set could somehow be rendered at interactive rates, even at relatively poor quality, the navigation process could be sped up considerably.

1.1 Related Work

There are several basic rendering methods for arbitrary-mesh volumetric data sets that are geared towards generating high-quality images at the expense of rendering time. These methods include the ray casting algorithm described by Garrity [2], the cell projection algorithm discussed by Lichan and Kaufman [5], the plane-sweep modification of the ray casting algorithm invented by Silva et al. [7], the adaptation of the splatting algorithm for non-rectilinear volumes developed by Mao [3], the polygonal approximation to ray casting presented by Shirley and Tuchman [4], and the slicing approach described by Yagel et al. [6].

Researchers have tried optimizing these algorithms following different approaches. Probably the easiest optimization is subsampling in image space, by generating small images and duplicating pixels using some reconstruction filter. A more sophisticated approach is utilizing graphics hardware for volume rendering. This has been a major success for rectilinear data sets, where 3D texture mapping can be used to generate images at interactive rates [8]. Yagel et al. [6] developed a similar method that generates slices of tetrahedral mesh data sets and uses hardware-assisted polygon rendering to generate images of and composite these slices. There has also been a considerable amount of work on utilizing massively parallel supercomputers to speed up volume rendering [1, 9, 11].

1.2 Interactive Previewing of Large-Scale Volume Data Sets

We describe a new rendering method for irregular volume data sets that uses multiresolution approximations to trade off image quality against rendering speed. This method does not use the topology information contained in irregular data sets, but attempts to reconstruct images of a data set by looking at the data values at grid vertices only. Obviously, this method only generates approximations, but experiments show that the quality of the generated images, combined with the fact that these images are generated rapidly, is more than sufficient to allow the user to detect and highlight features in a data set quickly, see section 5. After good viewpoints and transfer functions have been determined in the previewing phase, those are passed on to either a high-accuracy rendering method [10] or a high-performance rendering method [11].

1.3 Throwing Away the Topology

To allow rapid rendering of approximations of an arbitrary-mesh data set, our algorithm does not take the topology of a given grid into account. Instead, it treats the data set as a cloud of points (with associated data values) without known connectivity. Of course, doing so radically decreases the image quality: without knowledge of the vertex connectivity, any rendering can only be an approximation of the correct image. On the other hand, rendering a point cloud has the following benefits:

1. Since it is only an approximation to begin with, one can select a convenient approximation method that utilizes graphics hardware.
2. The algorithm described in section 2 can easily be parallelized for shared-memory, multi-processor graphics workstations.
3. It is comparatively easy to decimate a point cloud to generate a hierarchy of approximations at multiple levels of resolution.

Using these optimizations, and selecting the appropriate hierarchy level for the user’s demands, allows to create an
algorithm that renders approximations of arbitrarily large data sets at interactive frame rates.

2 Point-Based Volume Rendering

The major problem of point-based volume rendering is to generate a continuous image. Rendering all points in the set independently, e.g., using a splatting method, usually does not work. In many irregular data sets, the distances between neighbouring points vary over several orders of magnitude; drawing the point cloud with a fixed-size splatting kernel would induce holes in the image in sparse regions and overpainting in dense regions of the data set.

Using variable-shape splatting kernels could solve the problem, but finding out the correct shape to use for a given point is a major task in itself when the connectivity of the points is unknown.

2.1 Rendering a Point Cloud

Our algorithm follows the following basic idea to “fill in” pixel values between neighbouring points:

1. A given point set is transformed such that the viewing direction is along the negative z-axis. This step, called “transformation,” is an additional step to optimize later stages of the algorithm.

2. The point set is subdivided into thin “slabs” that are orthogonal to the viewing direction, i.e., each slab is of nearly constant z value. We refer to this step as “slicing.” Slicing is done adaptively to take the varying point density in a data set into account.

3. The slabs are converted into a continuous representation (a triangle mesh) by creating the Delaunay triangulation of all points included in the slab. We call this step “meshing.”

4. The meshes associated with each slab are rendered and composited in back-to-front order using hardware-accelerated polygon rendering and alpha blending. This step is appropriately called “rendering.”

These four steps describe a four-stage rendering pipeline, shown in Figure 1.

Since the two slabs depicted in Figure 2 are rendered independently, the color and opacity values are interpolated linearly between points \( P_1 \) and \( P_2 \). In a correct rendering, the values would have to be interpolated between points \( P_1 \) and \( P_3 \), and then between points \( P_3 \) and \( P_2 \). But, because point \( P_3 \) is located in a different slab, the algorithm is oblivious to this fact.

![Figure 2: Potential artifacts in resulting images. Inside slab 2, color and opacity values are wrongly interpolated between points \( P_1 \) and \( P_2 \). These artifacts are especially visible when a slab contains only a small number of points, or when all points are clustered in a small region of the triangulation’s intersection with the bounding box of the point set. In these cases, the meshing process connects the points to the vertices on the triangulation’s boundary, and the resulting long and thin triangles will “smear out” the color values all the way to the boundary.

The distinct appearance of these visual artifacts is, in some sense, beneficial: it is hard to misinterpret them as features in a data set. Since detecting and emphasizing features present in a data set is the major goal of our algorithm, it is usable in spite of these distortions. The images produced are not intended to be used “as is,” but they provide help in navigating through a large data set, and in finding interesting viewpoints and transfer functions to pass on for subsequent high-quality rendering.

3 Parallel Rendering

The serial implementation of our algorithm, as described in section 2, is already capable of rendering small data sets (consisting of several thousand points) on a standard graphics workstation, e.g., an SGI O2, at interactive rates of several frames per second, see section 5.

To improve the efficiency of the algorithm, we decided to parallelize it for use on multi-processor shared-memory graphics workstations, like SGI Onyx2 workstations. To distribute the workload among the processors, we exploit both functional parallelism inside the rendering pipeline and object-space parallelism.

3.1 Functional Parallelism

To exploit functional parallelism, we decouple the rendering pipeline as shown in Figure 1 by creating separate threads for each stage and connecting the stages by request queues.
The first pipeline stage is handled by a single thread, because it requires only a very short amount of time, and parallelizing it would incur too much overhead. The second and third pipeline stages are represented by a pool of worker threads. The final pipeline stage is also done by a single thread, because the triangulated slices have to be rendered in order, and the OpenGL implementation available to us does not support concurrent rendering into a single frame buffer. The overall structure of our parallel pipeline is shown in Figure 3.

Figure 3: The parallel rendering pipeline defined by our algorithm.

One detail of our parallel rendering pipeline is not shown in Figure 3: in order to parallelize the inherently recursive slicing process, a slicer thread can also place a slicing request to the slice request queue. If a slicer thread determines that a slab is thin enough or contains few enough points to render, it will put an entry into the meshing request queue. If, on the other hand, the slab has to be subdivided further, it splits the slab and places two new slicing requests, one for each of the two generated slabs, to the slicing request queue. By following this strategy, we achieve good load balancing between the slicing threads.

3.2 Object-Space Parallelism

The threads in the slicing and meshing pipeline stages operate independently of each other. Therefore, we achieve object-space parallelism: as soon as a slab is subdivided into a “front” and a “back” portion, those can be processed in parallel. In the meshing process, all slices are independent of each other and can be created in parallel.

3.3 Comparison with the Serial Algorithm

As to be expected, the parallel version of our algorithm is considerably faster than the serial version when executed on a shared-memory multi-processor graphics workstation. We have compared the runtimes on a four-processor SGI Onyx2 workstation, and the parallel algorithm cuts down rendering time by a factor of about four, yielding a parallel efficiency of about 90%.

It is more surprising that even on a single-processor workstation the parallel version is faster than the serial one. We believe that the multi-threaded version overlaps the processes of mesh creation and mesh rendering. The latter is done completely in hardware, and in the serial version the CPU has to wait for the graphics subsystem to finish rendering, whereas the parallel version can continue to work in the slicing or meshing pipeline stages.

4 Multiresolution Rendering

Even after having parallelized the volume renderer, it is still not fast enough to render very large data sets containing millions of points. The reason for this is that the methods used in parallelization do not scale well beyond small numbers of processors in a shared-memory system.

To achieve our goal of interactive rendering of very large data sets, we have to create smaller approximations to those data sets first and render them instead. When creating a multiresolution approximation hierarchy, the program (or the user) can always specify an appropriate resolution level to trade off image quality against rendering time.

4.1 Creating a Hierarchy of Approximations

To create a hierarchy of approximations, we start with the point set of the original data set (and call it level 0) and perform a point decimation algorithm. We call the result level 1 and repeat the decimation algorithm for level i to generate level (i + 1), and so forth. This process terminates when the result of the decimation algorithm is a sufficiently small data set. With current computer performance and interactive rendering in mind, “small” means that the coarsest-resolution level should contain only a few thousand points.

4.2 The Decimation Algorithm

Finding a sufficiently good representation of a given point set using only a fraction of the original points is difficult, especially when the original points are not aligned on a regular grid. In that case, the algorithm could just sub-sample the grid (by only choosing every other point) and would generate a meaningful approximation (modulo aliasing).

In the case of arbitrary-mesh data sets, points are not “aligned” and generally do not form a lattice that could be sub-sampled easily. Even worse, point density might vary over several orders of magnitude in a single data set.

Therefore, we need an algorithm that resembles the subsampling approach for regular grids, in the sense that it keeps the relative point densities of an approximation similar to the relative point densities of the original data set.

The algorithm we chose to preserve point densities is based on maximum independent sets. To create an approximation, we first calculate a Delaunay tetrahedrization of the original data set. This results in a tetrahedral mesh where each point is connected to all its nearest neighbours by an edge.

As a second step we invoke a “mark-and-sweep” algorithm that extracts the maximum set of points such that no two points in the set are direct neighbours of each other in the original data set.

5 Examples and Results

We have applied our algorithm to several data sets of different sizes and recorded the runtimes for each data set. The original images generated by our algorithm can also be found under the URL http://graphics.cs.ucdavis.edu/~okreylos/Research/VolumeRendering/index.html.
5.1 Measurements

Table 1 lists the rendering times for the parallel implementation of our algorithm, executed on an SGI Onyx2 workstation having four MIPS R10K processors running at 195 MHz and 512 MB of main memory. The rendered data sets are the ones described on the web page.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of points</th>
<th>time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mavriplis</td>
<td>438</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>2,800</td>
<td>0.02</td>
</tr>
<tr>
<td>Parikh</td>
<td>378</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>2,425</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>15,804</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>103,064</td>
<td>0.99</td>
</tr>
<tr>
<td>Shalf</td>
<td>6,607</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>46,261</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>346,087</td>
<td>2.66</td>
</tr>
<tr>
<td></td>
<td>2,531,452</td>
<td>27.35</td>
</tr>
</tbody>
</table>

Table 1: Rendering times for various data sets.

6 Conclusion

To evaluate our point-based rendering method for arbitrary-mesh volumetric data sets, we have implemented an experimental application that allows navigating such data sets and creating colour and opacity maps to pass on to other volume rendering programs. Our multi-resolution approximation technique allows rendering approximations of data sets of varying sizes at interactive frame rates on a four-processor SGI Onyx2 graphics workstation.

In our experiments, we found that the rapid rendering achieved by our approach and implementation is a valuable help in finding and highlighting interesting features in an unknown data set quickly. The artifacts described in section 2.2 are visible, especially when rendering low-resolution approximations, but do not hinder the navigation process. As long as final images are generated by a standard high-quality volume rendering algorithm, the image distortions induced by our method are of little concern.
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Abstract

Multiresolution volume visualization is necessary to enable interactive rendering of large data sets. Interactive manipulation of the transfer function is necessary for proper exploration of a data set. However, multiresolution techniques require assessing the accuracy of the resulting images, and re-computing the error after each change in the transfer function is very expensive. We introduce a method for accelerating error calculations for multiresolution volume approximations. For computing error on byte data on large data sets, we observe that there is a large set of pairs of error terms, but there is a small set of unique pairs of error terms. Instead of evaluating the error function for each original voxel, we construct a table of the unique error terms and their frequencies. To evaluate the error, we compute the error function for each unique error term and multiply it by the frequency of that term. This method has a small, one-time cost, dramatically reduces the amount of computation involved in computing the error associated with a transfer function, and allows us to re-compute the error associated with a new transfer function quickly.

1 Introduction

When rendering images from approximations, is it often necessary to know how close the generated image is to the original data. For multiresolution volume visualization, it is not possible to compare the images generated from original data to all possible images generated from approximations. The reason for using the approximations is to substantially reduce the amount of time it takes to render the data. If we assume that there is a reasonable amount of correlation between the data and the resulting imagery, we can compute and error value between the approximations and the original data (in 3D "object space"), and use that to estimate the error in the 2D imagery.

However, the time required to evaluate the error over an entire data hierarchy can be very expensive. This is especially important when it is necessary for a user to interactively modify the transfer function: each change in the transfer function requires re-computing the error for the entire hierarchy. We introduce a solution based on the observation that, for many data sets, the range size of data sets is often many orders smaller that the domain size (physical extension).
Instead of evaluating an error function for each original voxel, we count the frequencies of unique pairs of error terms – and, for byte data, there are only $256^2$ combinations (each term is a single byte, or 256 potentially different values). To compute the error, instead of adding individual error terms, we add the products of the error (for a unique pair of error terms) by the frequency of that unique pair of error terms.

2 Generating the Hierarchy

First, we review certain aspects of our multiresolution data representation and how it influences the decisions on how to evaluate and store error. The underlying assumption is that data sets are too large to fit into texture memory, and are often too large to even fit into main memory. Given a volumetric data set, we produce a hierarchy of approximations. Each level in the approximation hierarchy is half the size of the next level. Each level is broken into constant-sized tiles – tiles that are small enough to fit in their entirety in texture memory.

![Figure 1: Texture Hierarchy of Three Levels.](image)

Figure 1 illustrates a 1D multiresolution hierarchy of three levels and seven nodes, of a one-dimensional function with tile size of 15 texels. Each node in the tree contains one tile. Level 0 is the original data and is broken into four tiles. Level 1 is the first approximation and is broken into two tiles; and Level 2 is the final and coarsest approximation (of Level 0) and contains just one tile. The coarsest tile is contained in the root of the tree; the arrows show the parent-child relationship of the nodes. This structure forms a binary tree (and, in three-dimensions, an octree), and a Level $i$ texel approximates $(2^i + 1)^d$ level 0 texels, where $d = 1$ for a binary tree, see Figure 1, and $d = 3$ for an octree.

3 Error Calculation

We calculate error on a per-node basis: when a node meets the error criterion, it is rendered; otherwise, its child (higher-resolution) nodes are considered for rendering. We currently assume a piece-wise constant function implied by a set of voxels, but use trilinear interpolation for the texture. This simplifies the error calculation.

We use two error norms: L-infinity and root-mean-squared (RMS). Given two sets of function values, $\{f_i\}$ and $\{g_i\}$, $i = 0, \ldots, n - 1$, the L-infinity error norm is defined as $l_\infty = \max_i \{|x_i|\}$, and the RMS is defined as $E_{rms} = \sqrt{\frac{1}{n} \sum_i (x_i^2)}$, where $x_i = T[f_i] - T[g_i]$ and $T[x]$ is the transfer function. Our system implements $T[x]$ with a look-up table, mapping density values to an RGBA (red, green, blue, alpha) tuple. We evaluate the error function once for each Level 0 voxel.

A data set of size $512^3$ contains $2^{27}$ voxels, with the same number of pairs of error terms for each level of the hierarchy. However, when using byte data, we observe that, though there are $2^{27}$
pairs of values, there are only $2^{16} (256^2)$ unique pairs of values. This means, on average, that each unique pair is evaluated $2^{11}$ times. Our solution is to build a table, with elements $Q_{f,g}$, that stores the frequency of each $(f_i, g_i)$ pair, thus $Q_{f,g} = \sum_i \begin{bmatrix} 1 & f = f_i \text{ & } g = g_i \\ 0 & \text{else} \end{bmatrix}$. This table is created only once, when the data is loaded. Each internal node of the octree, i.e., each approximating node, contains a $Q_{f,g}$ table, that counts the unique error terms that node “covers” of the original data. We define $E_{f,g} = T[f_i] - T[g_i]$, and note that $f_i$ and $g_i$ refer to the function sets and the subscripted $f$ and $g$ refer to the corresponding table index. To calculate the L-infinity error value for a node, we search the table $E_{f,g}$ for the largest value, with the requirement that this value corresponds to a real pair of values $l_{\infty} = \max_{f,g} \{|E_{f,g}| \}$. We compute the RMS error for a node as $E_{rms} = \sqrt{\frac{1}{n} \sum_{f,g} (E_{f,g})^2 \times Q_{f,g}}$, where $n = \sum_{f,g} (Q_{f,g})$. For a set of $t$ nodes, we compute the value $E_{rms} = \sqrt{\frac{1}{N} \sum_{t} \left( \sum_{f,g} (E_{f,g})^2 \times Q_{f,g} \right)}$, where $N = \sum_{t} \left( \sum_{f,g} Q_{f,g} \right)$, and $N$ is the total number of voxels in the original data set.

4 Optimizations

Evaluating a table is still fairly expensive, when interactive performance is required. We currently use three methods to reduce the time to evaluate the error.

First, one observes that the order of the error term calculations does not matter: $x_i = |f_i - g_i| = |g_i - f_i|$ and $x_i = (f_i - g_i)^2 = (g_i - f_i)^2$. If we order the indices in $Q_{f,g}$ such that $f \leq g$, we obtain a triangular matrix that has slightly more than half the terms of a full matrix (32896 vs. 65536); this roughly halves the evaluation time and storage requirements.

Second, one observes that, typically, there is a strong degree of correlation between an approximation and the original data. This means that the values of $Q_{f,g}$ are large when $f$ is close to $g$ (i.e., near the diagonal of the matrix); and small, often zero, when $j \ll g$, (i.e., “far away” from the diagonal). Also, we have observed that the number of non-zero entries in a $Q_{f,g}$ table decreases for nodes closer to the leaves of the octree. This occurs because the nodes closer to the leaves of the octree tend to have a greater degree of correlation between the original and the approximated data, and the non-zero values in the $Q_{f,g}$ table cluster around the diagonal. We perform a column-major scan, i.e., traverse the table first by column and then by row, and will terminate a row early if there are no more non-zero entries on that row. We maintain a table, $L_{row}$, that contains the index of the last non-zero value for a row.

Third, one can use “lazy evaluation” of the error. When we re-calculate the error for all nodes in the hierarchy and few of the nodes are rendered, much of the error evaluation is wasted. Thus, for each new transfer function, we only re-calculate the error of those nodes that are being considered for rendering.

5 Results

Performance results were obtained on an SGI Origin2000 with 10GB of memory, using one (of 16) 195MHz R10K processor. We used the Visible Female CT data set, consisting of $512^2 \times 1734$
<table>
<thead>
<tr>
<th>Level</th>
<th>Voxels</th>
<th>Nodes in Level</th>
<th>Nodes Rendered</th>
<th>MB</th>
<th>Rendering Time</th>
<th>$l_\infty$</th>
<th>$E_{rms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$512^2 \times 1734$</td>
<td>2268</td>
<td>1560</td>
<td>390</td>
<td>83.4</td>
<td>0.00</td>
<td>0.00000</td>
</tr>
<tr>
<td>1</td>
<td>$257^2 \times 868$</td>
<td>350</td>
<td>263</td>
<td>65</td>
<td>8.73</td>
<td>0.3054</td>
<td>0.00678</td>
</tr>
<tr>
<td>2</td>
<td>$129^2 \times 435$</td>
<td>49</td>
<td>13</td>
<td>13</td>
<td>2.38</td>
<td>0.3054</td>
<td>0.00917</td>
</tr>
<tr>
<td>3</td>
<td>$65^2 \times 218$</td>
<td>16</td>
<td>16</td>
<td>4</td>
<td>0.563</td>
<td>0.3054</td>
<td>0.01059</td>
</tr>
</tbody>
</table>

Table 1: Visible Female CT data set multiresolution statistics. Time is in seconds.

<table>
<thead>
<tr>
<th>Step</th>
<th>Static Texture</th>
<th>Index Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute Texture Hierarchy</td>
<td>77 min 1 sec</td>
<td>1 min 46 sec</td>
</tr>
<tr>
<td>Compute Error Table</td>
<td>-</td>
<td>5 min 35 sec</td>
</tr>
<tr>
<td>Calculate Error</td>
<td>3 hr 27 min</td>
<td>1.23 sec</td>
</tr>
</tbody>
</table>

Table 2: Performance for Visible Female CT data set. Error calculated on 432 approximating nodes.

8-bit (byte) voxels. Table 1 shows statistics for different levels (resolutions) of this data set: 1(a) shows the original data, and 1(b) to 1(d) are progressively 1/2 linear (1/8 total) size. With a tile size of $64^3$, the resulting hierarchy contains 2700 nodes, 432 approximating nodes with $Q_{fg}$ tables. The rendering performance, nodes rendered, total memory transferred to the graphics subsystem, time required to render the image, and the $l_\infty$ and $E_{rms}$ error values are shown for each level. Each tile contains $64^3$ bytes = 256K, so the total memory transferred to the graphics subsystem for $n$ tiles is $256K \times n$. The "Level" column shows which level of the approximation hierarchy we are examining. The number of nodes rendered is actually less than one would expect: Many regions of the data set are constant, so there is no error when approximating these regions. Table 2 shows the advantage of our technique; even when we re-calculate the error for all nodes in the hierarchy, our method is four orders of magnitude (10000 times) faster than the method for static textures. The code for the static textures is not efficient, but there is not a 100-fold increase in efficiency left in the code. The time per node is approximately 0.0028 seconds (≈ 1.23 sec/432 nodes) - and when coupled with a lazy evaluation scheme, makes the error calculation almost instantaneous, or insignificant in terms of the other parts of the rendering pipeline (see "Time" column in Table 1).
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1. Introduction

Researchers doing scientific computations are attempting to accurately model physical phenomenon. When those physical phenomena take place at a variety of different scales it can be more efficient and accurate to model them at different levels of detail in an adaptive manner. Two groups here in the National Energy Research Scientific Computing center [NERSC] at the Lawrence Berkeley National Laboratory [LBNL] are doing just that. One group is headed by John Bell (the Center for Computational Sciences and Engineering, [CCSE]) and the other is headed by Phil Colella (the Applied Numerical Algorithms Group, [ANAG]). Both are doing computations using similar adaptive mesh refinement (AMR) techniques. Since the term “AMR” can mean a variety of things to researchers it should be clarified that we use it to refer exclusively to block structured AMR as defined in a paper by Berger and Colella [Berger].

Given that the researchers have already defined a hierarchical structure for their data and are performing their computations using this structure, it has been our job to provide a visualization tool that accurately represents this data. This has been a joint effort between ANAG and the LBNL/NERSC Visualization Group [Vis]. It includes extending and modifying visualization algorithms (e.g. isosurface computation, streamline generation) to correctly generate results while taking advantage of inherent computational efficiencies in the original AMR data structure. To this end we have chosen ANAG’s AMR computational library [Chombo] and built an extensible visualization tool [ChomboVis] for the data sets Chombo produces. This tool was built on top of the Visualization Toolkit [VTK] using one of its interpretive interfaces [Tcl/Tk]. By using VTK we have been able to use a broad foundation of existing algorithms and infrastructure while benefiting from ongoing extensions and improvements to VTK, e.g. [Norman]. Also, because VTK is an extensible, object oriented library, we can add functionality to existing algorithms and add new algorithms relatively easily. The interpretive interface, Tcl/Tk, has allowed us to rapidly prototype ideas, add new functionality, benefit from the work other groups are doing with Tcl/Tk, and give researchers using our tool the option to directly extend it in an interactive fashion.

The development of this tool has proceeded in several directions. First, we have implemented the second version of ChomboVis, which provides the researchers with many of the tools they need to view and investigate their data. This version provides 2D and 3D visualization capabilities including that ability to look at selected data directly in a spreadsheet fashion. Second, we have been actively researching extensions of visualization techniques and algorithms to AMR data (e.g. seamless isosurface generation). These extensions can then be integrated into VTK and ChomboVis. Finally, we have been using recent extensions to VTK to handle the AMR data sets in a more natural and efficient manner. We believe that taken together, this has provided researchers with a tool that meets their immediate needs, will be extended to meet future needs, and will benefit from other work being done by the visualization research community.

2. Overview of Past and Current Work

The following is only a brief description of the AMR data generated by Chombo. It is intended to give the reader an idea of the structure of the data but not to be a precise or complete definition. The AMR data produced by computations using Chombo consists of a set of regular grids that are grouped by level. All the grids on a given level have the same cell size or resolution. All grids on a given level are completely covered by grids on the next coarser level. The ratio of the cell size on one level to the cell size on the next finer level is always an integer. Finally, the data values are all cell centered and the computations being done are finite difference approximations to partial differential equations, PDE’s.

There are many approaches to extending visualization algorithms to AMR data. One of the primary difficulties is that there may be multiple data values at a given point - each values coming from a different level in the AMR hierarchy. There are several approaches that can be taken to deal with this:
1. Treat all the grids (and their values) independently.
2. Use the data value(s) from the finest grid available and ignore data value(s) from coarser grids.
3. Combine the data together in some way that is physically meaningful and use the result for visualization.

Each of these approaches can be useful depending on what the user is looking for in the data sets. If the user is debugging computational algorithms the first approach allows them to look at all the data. If the user is trying to understand and/or present computations the second or third approaches may be the best.

2.1 Visualization Tool

We started developing a visualization tool treating all grids and data independently since it was the most straightforward to implement and would be of the most immediate value to ANAG as they worked on the Chombo library. Also, it would also be of considerable value to the users of the Chombo library to have some form of visualization tool that would be extended over time. The result of this was ChomboVis. The first version was released at the beginning of 2000 and the second version was released in late 2000.

ChomboVis was built using VTK and its Tcl/Tk interface. VTK was chosen because it is a freely available library that includes source code and thus can be modified and extended directly. ChomboVis contains several new VTK objects – for example, an object that reads the HDF5 output of Chombo and converts it into VTK data objects. Tcl/Tk was used to develop the user interface and to put together the VTK objects into a working system. In addition, we envision users directly interacting with ChomboVis via its Tcl/Tk interface and creating custom extensions in that manner.

The second release of ChomboVis works with 2D and 3D data sets and provides the following capabilities (see Figure 1 for an illustration of the tool in operation):

- Data selection by scalar variable and level ranges
- Orthogonal data slicing and display
- Multiple isosurface or contour generation
- Spreadsheet viewing of individual grids
- Selection of grids by point/two into the visualization
- Display of grid bounds, cell size, etc.
- Output in CGM format
- User specified colormaps

These are fairly modest capabilities and yet they required a substantial amount of development. This was because VTK (and other widely available visualization packages) do not directly support multiple grids. Much of the work we did was to provide a mechanism for sending multiple grids through a given VTK pipeline and collecting the results for rendering.

Initially we planned to use some of the recent VTK extensions to handle groups/arrays of grids [Ahrens]. This wasn’t possible due to differences between the task the extensions were addressing (domain decomposition) and our task (handling overlapping sets of grids). We then turned to a novel, streaming, out-of-core technique using VTK and extensions based on work done by Matthew Hall [Hall] in order to minimize memory requirements and pipeline overhead.

2.2 Visualization Research

While the work on ChomboVis continued we began to collaborate with researchers at the Center for Image Processing and Integrated Computing [CIPIC] in the Department of Computer Science [UCD-CS] at the University of California, Davis [UCD]. This collaboration was born of our work with AMR data sets and the work at CIPIC in hierarchical representations and visualizations of large data sets. Over the summer of 2000 we began several projects with professors and graduate students from UCD. The goal of these projects was to extend visualization algorithms and techniques to AMR grids. Specifically, the following areas were investigated:

1. The generation and rendering isosurfaces from AMR data sets with no artifacts due to overlap, gaps, or cracks between grids at different levels.
2. The visualization of vector fields defined in AMR data sets.
3. The visualization of embedded boundaries, EB, which was being developed by ANAG in conjunction with their AMR work.
4. Interactive, immersive visualization of large AMR data sets using techniques that included seeded isosurface generation.
5. Interactive previewing (fast with artifacts) and high quality (slower without artifacts) volume rendering techniques for AMR data sets.

In all cases, one goal was to take advantage of the regular grid structure wherever possible and only do additional work where it was necessary. This was one of the general advantages of this type of AMR representation in scientific computations. A substantial amount of progress was made on each of these projects. The accomplishments in each area were:

1. A technique was implemented for handling multiple, overlapping grids. It removed portions of grids that overlapped finer grids, handled the rest using marching cubes [Lorensen], and then generated stitching cells and geometry at the boundaries to create a seamless result.
Some initial infrastructure was implemented to allow AMR vector data to be manipulated, some simple visualization of AMR vector fields was done, and a technique was implemented to compute integral curves of an AMR vector field.

The infrastructure to represent EB data for boundary reconstruction and visualization was implemented. Using this, several techniques for boundary reconstruction were implemented.

Interactive, seeded isosurface software was developed which worked with regular grids, curvilinear grids, and general tetrahedral meshes. Time budgets and work queues were used to guarantee interactivity.

Several promising techniques for interactive volume rendering were explored – including a technique that ignores much of the detailed structure in AMR data sets by viewing the data as a 3D point set.

Much work still needs to be done in all these areas and this will be discussed in the next section.

3. Future Work

We feel there are ample opportunities for continued work both in the form of direct extensions to current work and more subtle new directions. For example, some of the successful visualization research will be integrated into ChomboVis and use of ChomboVis will suggest new areas of visualization research.

3.1 Visualization Tool

ChomboVis is a maturing visualization tool for AMR data sets produced by Chombo. As such, it will continue to be used by researchers and improved to meet their needs. There are several aspects to this process. The user interface(s), documentation, and general usability will be improved. This can be done by working with users to get a better understanding of how they use (and abuse) ChomboVis. The performance of the tool will need to be improved for large data sets. This will require more substantial modifications to VTK to handle sets of grids in a more direct fashion. There is ongoing work in this area by other users of VTK and we plan to use this work to help us address performance issues.

Finally, we plan to integrate some of the successful AMR visualization research we being done into VTK and ChomboVis to provide users with the most advanced visualization tool we are capable of creating. Specifically, the seamless isosurface work, AMR vector visualization techniques, and interactive volume rendering work are candidates for integration.

3.2 Visualization Research

As has been said before, each area of AMR visualization research discussed contains many opportunities for continued work. Also, all the visualization techniques being developed could be studied in the interactive, immersive context being developed. Researchers will be combining AMR and EB technologies together and thus research in visualizing AMR and EB data sets will need to be combined and extended. The computing and visualizing of scalars and vectors derived from the quantities which were originally computed is of considerable interest to researchers using Chombo. Finally, applying and extending all the visualization tools and research to time varying AMR data sets provides a difficult challenge.

4. Conclusions

By working closely with researchers doing AMR computations and developing visualization tools that they use we have developed a framework for visualizing AMR computations. This has given rise to a number of visualization research questions and problems. Work on these problems has lead to extensions of our original framework and tools. This, in turn, will lead to more visualization research.
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Figure 1: Visualization of an AMR data set using ChomboVis.
VR-based Rendering Techniques for Large-scale Biomedical Data Sets

Joerg Meyer
NSF Engineering Research Center (ERC) - Department of Computer Science
Mississippi State University - Box 9627 - Mississippi State, MS 39762-9627
jmeyer@cs.msstate.edu

Ragnar Borg, Bernd Hamann, Kenneth I. Joy
Center for Image Processing and Integrated Computing (CIPIC)
Department of Computer Science - University of California - One Shields Ave. - Davis, CA 95616-8562
Ragnar.Borg@proxycom.no, hamann@cs.ucdavis.edu, joy@cs.ucdavis.edu

Arthur J. Olson
The Scripps Research Institute - 10550 North Torrey Pines Road - La Jolla, CA 92037
olson@scripps.edu

Abstract

VR-based rendering of large-scale data sets is typically limited by timing and complexity constraints of the rendering engine. Decentralized rendering, such as accessing a large data repository over a network and rendering the image on the client side, causes problems due to the limited bandwidth of existing networks. We present a combination of octree space subdivision and wavelet compression techniques to store large volumetric data sets in a hierarchical fashion, and we incorporate a unique numbering scheme, so that subvolumes (regions-of-interest) can be extracted efficiently at different levels of resolution.
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1. Introduction

We present a framework for distributed hierarchical rendering of large-scale data sets that addresses two problems at the same time: (i) limited network bandwidth and (ii) limited rendering resources. Our goal is to compactify the data set and to break it down into smaller bricks, while making effective use of multiresolution techniques. Our system uses a Windows NT-based server system which is both data repository and content provider for shared rendering applications. The client accesses the server via a web-based interface.

The client selects a data set and sends a request for information retrieval to the server. The server analyzes the request and returns a customized Java applet and the appropriate data. The Java applet is optimized for a specific rendering task. This means that the rendering algorithm is customized for a particular problem set, thus keeping the applet small by avoiding additional overhead for different cases. The initial data set is also small and will be refined later upon additional requests by the client. Our hierarchical rendering techniques include adaptive space subdivision algorithms, such as adaptive octrees for volumes, wavelet-based data reduction and storage of large volume data sets, and progressive transmission techniques for hierarchically stored volume data sets. The web-based user interface combines HTML-form-driven server requests with customized Java applets, which are transmitted by the server to accomplish a particular rendering task.

Our prototype implementation features 2-D/3-D preview capability; interactive cutting planes (in a 3-D rendering, with hierarchical isosurface models to provide context information); a lens paradigm to examine a particular region-of-interest (variable magnification and lens shape, interactively modifiable ROI); etc. Complex scenes can be precomputed on the server side and transmitted as a VRML2 file to the client so that the client can render and the user can interact with it in real time.

2. Memory-efficient storage and access

Original data are usually structured as a set of files, which represents a series of 2-D cross-sections.
Putting all those slices together, we obtain a 3-D volume. Unfortunately, when we access the data, we typically don’t need the implicit coherency across single slices. This coherency stretches only across one direction. Instead, we need brick-like coherency within subvolumes. We present a new datastructure, which uses a combination of delimited octree space subdivision and wavelet compression techniques to achieve better performance.

We present an efficient indexing scheme, a suitable data reduction method, and an efficient compression scheme. All techniques are based on integer arithmetic and are optimized for speed. Binary bit operations allow for memory efficient storage and access.

We use the standard filesystem to store our derived datastructures, and we use filenames as keys to the database, thus avoiding additional overhead, which is typically caused by adding additional layers between the application and the underlying storage system. We found that this method provides the fastest method to access the data. Our indexing scheme in conjunction with the underlying filesystem provides the database system (repository) for the server application, which reads the data at a low resolution from the repository and sends it to a remote rendering client upon request. After the user has specified a subvolume or region-of-interest (ROI), the client application sends a new request to the server to retrieve a subvolume at a higher level of resolution. This updating procedure typically takes considerably less time, because only a small number of files need to be touched. The initial step, which requires to read the initial section of every file, i.e., all bricks, can be sped up by storing an additional file which contains a reduced version of the entire data set.

Our new data structure uses considerably less memory than the original data set, even if the user chooses lossless compression (see statistics, chapter 6). By choosing appropriate thresholds for wavelet compression, the user can switch between lossless compression and extremely high compression rates. Computing time is balanced by choosing an appropriate filesize (chapter 3).

One of the advantages of this approach is the fact that the computing time does not so much depend on the resolution of the subvolume, but merely on the size of the subvolume. This is because the higher resolution versions (detail coefficients in conjunction with the lower resolution versions) can be retrieved in almost the same time from disk as the lower resolution version alone. All levels of detail are stored in the same file, and the content of several files, which make up the subvolume, usually fits into main memory. Since seek time is much higher than read time for conventional hard-disks, the total time for data retrieval mainly depends on the size of the subvolume, i.e., the number of files that need to be accessed, and not so much on the level of detail.

3. Filesize considerations

The filesize $f$ for storing the leaves of the octree structure, which is described in chapter 4, should be a multiple $n$ of the minimum page size $p$ of the filesystem. $p$ is typically defined as a system constant in `/usr/include/sys/param.h`). $n$ depends on the wavelet compression. If the lowest resolution of the subvolume requires $b$ bytes, the next level requires a total of $8 \cdot b$ bytes (worst case, uncompressed) and so forth.

We assume that we have a recursion depth $r$ for the wavelet representation. This gives us $8^r \cdot b$ bytes, which must fit in $f$. This means:

$$f = n \cdot p \geq 8^r \cdot b$$

Both $r$ and $b$ are user-defined constants. Typical values are $b = 512$, which corresponds to an $8 \times 8 \times 8$ subvolume, and $r = 3$, which gives us four levels of detail over a range between 512 and $8^3 \cdot 512 = 262144$ data elements, which is more than 2.7 orders of magnitude.

For optimal performance and in order to avoid gaps in the allocated files, we can assume that

$$n \cdot p = 8^r \cdot b,$$

thus

$$n = \frac{8^r \cdot b}{p}.$$
ral to break the data up into smaller bricks. This can be done recursively by using an octree approach [Jac80, Mea80, Red78]. Each octant is subdivided until we reach an empty region which does not need to be subdivided any further, or until we hit the filesize limit \( f \), which means that the current leaf fits into a file of the given size.

Each leaf contains the full resolution. The memory reduction occurs by skipping the empty regions. Typically, the size of the data set shrinks to about 20\%, i.e., one fifth of the original size (see chapter 6).

Since we want to access the data set in a hierarchical fashion, we have to convert the leaves into a multiresolution representation. This representation must be chosen in a way that the reconstruction can be performed most efficiently with minimal computational effort. Haar wavelets fulfill these properties. They also have the advantage that they can be easily implemented as integer arithmetic. The lower resolution is stored at the beginning of the file, thus avoiding long seek times within the file.

Another very useful property is the fact that a volume converted into the frequency domain, i.e., the wavelet representation, requires the exact same amount of memory as the original representation. This is also true for all subsequent wavelet recursions. The wavelet recursion terminates when we have reached a predefined minimum subvolume size \( b \). The lower bound is the size of a single voxel.

Each octant can be described by a number [Fol96, Hun79]. We use the following numbering scheme (figure 1): A leaf is uniquely characterized by the octree recursion depth and the octree path. We limit the recursion depth to eight, which allows us to encode the depth in 3 bits. In order to store the path, we need 3 bits per recursion step, which gives us 24 bits. 4 bits are spent to encode the depth of the wavelet recursion. The remaining bit is a flag which indicates that the file is empty. This prevents us from opening and attempting to read the file and speeds up the computation. The total number of bits is 32 (double word).

<table>
<thead>
<tr>
<th>oct.depth</th>
<th>sub 1</th>
<th>...</th>
<th>sub 8</th>
<th>wav.depth</th>
<th>empty</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td></td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Each bit group can be easily converted into an ASCII character by using binary arithmetic, e.g., \((\text{OCT\_DEPTH} >> 29) | 0x30)\) would encode the octree depth as an ASCII digit. By appending these characters we can generate a unique filename for each leaf.

In order to retrieve a subvolume, we have to find the file(s) in which it is stored. We start with the lower left front corner and identify the subvoxel by recursive binary subdivision of the bounding box for each direction. Each decision gives us one bit of the subvolume path information. We convert these bits into ASCII characters, using the same macros as above. The first file we are looking for is \( ? ? ? ? ? ? ? ? \), where the ‘x’’s describe the path, and ‘?’ is a wildcard. If this file does not exist, we keep looking for \( ? ? ? ? ? ? ? ? \), and so forth, until we find an existing leaf. If the filename indicates that the file is empty (last digit), we can skip the file. The filename also indicates how many levels of detail we have available for a particular leaf. This allows us to scale the rendering algorithm. In order to retrieve the rest of the subvolume, we must repeat this procedure for the neighboring leaves. The number of iterations depends on the recursion depth and therefore on the size of the leaves found. The algorithm terminates when all files have been retrieved so that the subvolume is complete.

5. Applications

Our test applications include molecular biology, medicine, and earthquake simulation. Our prototype for the biomedical field was designed to support three-dimensional visualization of a human brain, which allows us to study details by moving tools, such as an arbitrary cutting plane and variously shaped lenses, across the data set. The various data sets are typically between 20 MB and 76 GB, which makes them impossible to transfer over the internet in real time. The rendering client operates independently from the size of the data set and requests only as much data as can be displayed and handled by the Java applet.

6. Statistics

Table 1 shows the reduction of memory which is required to store a large data set, if we use an octree at two different levels. The column on the right represents the original data set. The wavelet decomposition takes about 0.07 sec for a \( 64^3 \) data set, and 68 sec for a \( 1024^3 \) data set. The recon-
struction can be done more efficiently and usually takes about 30% of the time (measurements based on an R12000 processor). For the above data we assume lossless wavelet decomposition. RLE or other (lossy) compression/decompression algorithms take an additional amount of time and will be implemented in a later version. We will choose algorithms with asymmetric behavior, i.e., compression time is higher than decompression time.

7. Conclusions

We have presented an efficient numbering scheme and access method for hierarchical storage of sub-volumes on a regular filesystem. This method allows us to access a region-of-interest as a set of bricks at various resolutions. The simplicity of the method makes it easy to implement. The algorithm easily scales by increasing word length and filename length. Future work includes better wavelet compression schemes and time-variant data sets.

We are currently working on the integration, adaptation and evaluation of these tools in the National Partnership for Advanced Computational Infrastructure (NPACI) framework. Integration of San Diego Supercomputer Center’s High-performance Storage System (HPSS) as a data repository to retrieve large-scale data sets, accessing the data via NPACI’s Scalable Visualization Toolkits (also known as VisTools), and evaluation of particular applets with NPACI partners, are main goals for future research efforts.
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Multi-resolution Indexing for Hierarchical Out-of-core Traversal of Rectilinear Grids

Valerio Pascucci

1 Introduction

The real time processing of very large volumetric meshes introduces specific algorithmic challenges due to the impossibility of fitting the input data in the main memory of a computer. The basic assumption (RAM computational model) of uniform-constant-time access to each memory location is not valid because part of the data is stored out-of-core or in external memory. The performance of most algorithms does not scale well in the transition from the in-core to the out-of-core processing conditions. The performance degradation is due to the high frequency of I/O operations that may start dominating the overall running time.

Out-of-core computing [22] addresses specifically the issues of algorithm redesign and data layout restructuring to enable data access patterns with minimal performance degradation in out-of-core processing. Results in this area are also valuable in parallel and distributed computing where one has to deal with the similar issue of balancing processing time with data migration time.

The solution of the out-of-core processing problem is typically divided into two parts:

(i) algorithm analysis to understand its data access patterns and, when possible, redesign to maximize their locality;
(ii) storage of the data in secondary memory with a layout consistent with the access patterns observed to amortize the cost of each I/O operation over several memory access operations.

In the case of a hierarchical visualization algorithms for volumetric data the 3D input hierarchy is traversed to build derived geometric models with adaptive levels of detail. The shape of the output models is then modified dynamically with incremental updates of their level of detail. The parameters that govern this continuous modification of the output geometry are dependent on the runtime user interaction making it impossible to determine a priori what levels of detail are going to be constructed. For example they can be dependent on external parameters like the viewpoint of the current display window or on internal parameters like the isovalue of an isosurface or the position of an orthogonal slice. The structure of the access pattern can be summarized into two main points: (i) the input hierarchy is traversed level by level so that the data in the same level of resolution or in adjacent levels is traversed at the same time and (ii) within each level of resolution the data is mostly traversed at the same time in regions that are geometrically close.

In this paper I introduce a new static indexing scheme that induces a data layout satisfying both requirements (i) and (ii) for the hierarchical traversal of n-dimensional regular grids. In one particular implementation the scheme exploits in a new way the recursive construction of the Z-order space filling curve. The standard indexing that maps the input nD data onto a 1D sequence for the Z-order curve is based on a simple bit interleaving operation that merges the n input indices into one index n times longer. This helps in grouping the data for geometric proximity but only for a specific level of detail. In this paper I show how this indexing can be transformed into an alternative index that allows to group the data per level of resolution first and then the data within each level per geometric proximity. This yields a data layout that is appropriate for hierarchical out-of-core processing of large grids.

The scheme has three key features that make it particularly attractive. First the order of the data is independent of the out-of-core blocking factor so that its use in different settings (e.g. local disk access or transmission through a network) does not require large data reorganization. Secondly the conversion from the standard Z-order indexing to the new index can be implemented with a simple sequence of shift operations making it appealing for a possible hardware implementation. Third there is no data replication which is especially desirable when the data is accessed through slow connections and avoids eventual problems of data consistency and multiple I/O operations when the data is modified.

Beyond the theoretical interest in developing hierarchical indexing schemes for n-dimensional space filling curves the approach is currently targeted for its practical use in out-of-core visualization algorithms. Experimental results and theoretical analysis are reported in this paper for the simple case of orthogonal slicing of volumetric data. The results show how the practical performance enhancement corresponds to the theoretical expectations. The scheme is also targeted to perform out-of-core progressive computation of general slices, for its use in combination with the 3D progressive isocontouring algorithm [18] and for out-of-core visualization of large terrains using edge bisection hierarchies [8, 13]. Extensions are being considered for larger classes of datasets and the combined use with wavelet representation.

2 Related Previous Work

External memory algorithms [22], also known as out-of-core algorithms, have been rising in recent years to the attention of the computer science community since they address systematically the problem of non uniform memory structure of modern computers (fast cache, main memory, hard disk, ...). This issue is particularly important when dealing with large data-structures that do not fit in the main memory of a single computer since the access time to each memory unit is dependent on its location. New algorithmic techniques and analysis tools have been developed to address this problem for example in the case of geometric algorithms [14, 10, 1] or scientific visualization [7, 3]. Closely related issues emerge in
3 The General Framework

Consider a set $S$ of $n$ elements decomposed into a hierarchy $H$ of $k$ levels of resolution $H = \{S_0, S_1, \ldots, S_{k-1}\}$ such that:

$$S_0 \subset S_1 \subset \ldots \subset S_{k-1} = S$$

where $S_i$ is said to be coarser than $S_j$ if $i < j$. The order of the elements in $S$ is defined by the cardinality function $I : S \rightarrow \{0, \ldots, n-1\}$. This means that the following identity always holds:

$$S[I(s)] = s$$

where the square brackets are used to index an element in a set.

Let’s define a derived sequence $H'$ of sets $S'_i$ as follow:

$$S'_i = S_i \setminus S_{i-1} \quad i = 0, \ldots, k - 1$$

where formally $S_{-1} = \emptyset$. The sequence $H' = \{S_0, S_1, \ldots, S_{k-1}\}$ is a partitioning of $S$. A derived cardinality function $I' : S \rightarrow \{0, \ldots, n-1\}$ can be defined on the basis of the following two properties:

- $\forall s \in S'_i : I'(s) < I(t) \Rightarrow I'(s) < I'(t)$;
- $\forall s \in S'_i, \forall t \in S'_j : i < j \Rightarrow I'(s) < I'(t)$.

If the original function $I$ has strong locality properties when restricted to any level of resolution $S_i$ then the cardinality function $I'$ generates the desired global index for hierarchical and out-of-core traversal.

The construction of the function can be achieved in the following way: (i) determine the number of elements in each derived set $S'_i$ and (ii) determine a local cardinality function $I'' = I|_{S'_i}$ restriction of $I'$ to each set $S'_i$. In particular if $c_i$ is the number of elements of $S'_i$ one can predetermine the starting index of the elements in a given level of resolution by building the sequence of constants $C_0, \ldots, C_{k-1}$ with

$$C_i = \sum_{j=0}^{i-1} c_j.$$  

(1)

Secondly one needs to determine a set of local cardinality functions $I'' : S'_i \rightarrow \{0, \ldots, c_i - 1\}$ so that:

$$\forall s \in S'_i : I'(s) = C_i + I''(s).$$  

(2)

The computation of the constants $C_i$ can be performed in a preprocessing stage so that the computation of $I'$ is reduced to the following two steps:

- given $s$ determine its level of resolution $i$ (that is the $i$ such that $s \in S'_i$);
- compute $I''(s)$ and add it to $C_i$.

These two steps need to be performed very efficiently because they are going to be executed repeatedly at run time. The following sections report practical realizations of this scheme for rectilinear cube grids in any dimension.

4 Binary Tree Hierarchy

This section reports the details on how to derive from the Z-order space filling curve the local cardinality functions $I''$ for a binary tree hierarchy in any dimension.

4.1 Indexing the Lebesgue Space Filling Curve

The Lebesgue space filling curve, also called Z-order space filling curve for its shape in the 2D case, is depicted in figure 1. In the 2D case the curve can be defined inductively by a base Z shape of size 1 (figure 1a) whose vertices are replaced each by a Z shape of size $\frac{1}{2}$. The vertices obtained are then replaced by Z shapes of size $\frac{1}{4}$ (figure 1c) and so on. In general the $i^{th}$ level of resolution is defined as the curve obtained by replacing the vertices of the $(i-1)^{th}$ level of resolution with Z shapes of size $\frac{1}{2^i}$. The 3D version of this space filling curve has the same hierarchical structure with the only difference that the basic Z shape is replaced by a connected pair of Z shapes lying on the opposite faces of a cube as shown in figure 1f. Figure 1f-j shows five successive refinements of the 3D Lebesgue space filling curve. The $d$-dimensional version of the space filling curve has also the same hierarchical structure where the basic shape (the Z of the 2D case) is defined as a connected pair of $(d-1)$-dimensional basic shapes lying on the opposite faces of a $d$-dimensional cube.

The property that makes the Lebesgue’s space filling curve particularly attractive is the easy conversion from the $d$ indices of a $d$-dimensional matrix to the 1D index along the curve. If one element $e$ has $d$-dimensional reference $(i_1, \ldots, i_d)$ its 1D reference is built by interleaving the bits of the binary representations of the indices $i_1, \ldots, i_d$. In particular if $i_j$ is represented by the string of $h$ bits $b_0^h b_0^h \cdots b_0^h$ (with $j = 1, \ldots, d$) then the 1D reference of $e$ is represented the string of $hd$ bits $I = b_0^h b_0^h \cdots b_0^h b_0^h b_0^h b_0^h b_0^h b_0^h b_0^h$. Figure 2 shows this interleaving scheme in the 3D case.
The 1D order can be structured in a binary tree by considering elements of level \( i \) those that have the last \( i \) bits all equal to 0. This yields a hierarchy where each level of resolution has twice as many points as the previous level. From a geometric point of view this means that the density of the points in the \( d \)-dimensional grid is doubled alternatively along each coordinate axis. Figure 3 shows the binary hierarchy in the 2D case where the resolution of the space filling curve is doubled alternatively along the \( x \) and \( y \) axis. The coarsest level (a) is a single point, the second level (b) has two points, the third level (c) has four points (forming the Z shape) and so on.

### 4.2 Index Remapping

The cardinality function discussed in section 3 for a binary tree case has the structure shown in table 1. Note that this is a general structure suitable for out-of-core storage of static binary trees. It is independent of the dimension \( d \) of the grid of points or of the Z-order space filling curve.

The structure of the binary tree defined on the Z-order space filling curve allows to determine easily the three elements that are necessary for the computation of the cardinality which are: (i) the level \( i \) of an element, (ii) the constants \( C_i \) of equation (1) and (iii) the local indices \( I_i^l \).

- \( i \) - if the binary hierarchy has \( k \) levels then the element of Z-order index \( j \) belongs to the level \( k - i \) where \( h \) is the number of trailing zeros in the binary representation of \( j \);
- \( C_i \) - the number of elements in the levels coarser than \( i \) is \( C_i = 2^{-i} \) for \( i > 0 \), with \( C_0 = 0 \);
- \( I_i^l \) - if an element has index \( j \) and belongs to the set \( S_i^l \) then \( \frac{j}{2^i} \) is an odd number. Its local index is then:

\[
I_i^l (j) = \left\lfloor \frac{j}{2^i} \right\rfloor.
\]

These three elements can be put together to build an efficient algorithm that computes the hierarchical index \( I^l(s) = C_i + I_i^l(s) \) in the two steps shown in the diagram of Figure 4:

1. set to 1 the bit in position \( k + 1 \);
2. shift to the right until a 1 comes out of the bit-string.

Clearly this diagram could have a very simple and efficient hardware implementation. The software C++ version can be implemented as follows:

```c
inline adhocindex remap(register adhocindex i){
    i |= last_bit_mask; // set leftmost one
    i /= i&-i; // remove trailing zeros
    return (i>>1); // remove rightmost one
}
```

This code would work only on machines with two’s complement representation of numbers. In a more portable version one needs to replace \( i /= i&-i \) with \( i /= i&(\sim i)+1 \).

Figure 4: (a) Diagram of the algorithm for index remapping from Z-order to the hierarchical out-of-core binary tree order. (b) Example of the sequence of shift operations necessary to remap an index. The top element is the original index the bottom is the output remapped index.

### 5 2\(^l\)-tree Hierarchy

In some occurrences it might be appropriate to use a blocking scheme that follows better the underlying quad-tree/octtree structure of the hierarchy. For example when large disk blocks are being used it is better to use a hierarchy with less levels of resolution than the basic binary tree scheme of the previous section. At this end one can apply the following generalized version of the index remapping scheme.

The scheme of Figure 4 correspond to a binary tree because the sequence of shifts in the loop are performed one bit at a time. To align the data layout to a \( 2^l \) tree one needs to shift the bit-string by \( l \) bits at each step. For example \( l = 2 \) aligns the data to a quad-tree and \( l = 3 \) aligns the data to an octtree. Following the notation of section 3 we have:
The present paper introduces a new indexing and data layout scheme that is useful for out-of-core hierarchical traversal of large datasets. Practical tests and theoretical analysis for a simple case of orthogonal slicing show the performance improvements that can be achieved with this approach especially in a progressive computation setting. This scheme is also going to be used as a basis for data in the block is actually used. At fine resolution the simple row major array storage achieves the best and worst performances depending on the slicing direction. If the overall grid size is \( g \) and the size of the output is \( t \) then the best slicing direction requires to load \( O(t/g) \) data blocks (which is optimal) but the worst possible direction requires to load \( O(t) \) blocks (for \( b = \Omega(\sqrt{g}) \)). In the case of simple \( h \times h \times h \) data blocking (which has best performance for \( h = \sqrt[3]{\frac{g}{b}} \)) the blocks of data loaded at fine resolution are \( O(\frac{g}{\sqrt{b}}) \). Note that this is much better than the previous case because the performance is close to (even if not) optimal independently of the particular slicing direction. For subsampling rate of \( k \) the performance degrades to \( O(\frac{k^2}{\sqrt{b}}) \) for \( k < \sqrt[3]{\frac{g}{b}} \). This means that at coarse subsampling the performance goes down to \( O(t) \). The advantage of the scheme proposed here is that independently of the level of subsampling each block of data is used for a portion of \( \sqrt[3]{\frac{g}{b}} \) so that independently of the slicing direction and subsampling rate the worst case performance is \( O(\frac{g^2}{\sqrt{b^2}}) \). This implies that the fine resolution performance of the scheme is equivalent to the standard blocking scheme while at coarse resolutions it can get orders of magnitude better. More importantly this allows to produce coarse resolution outputs at interactive rate independently of the total size of the data-set.

### 6.2 Experimental Tests

A series of tests have been performed to verify the performance of the approach. The out-of-core component of the scheme has been implemented simply by mapping a 1D array of data to a file on disk using the \texttt{mmap} function. In this way I/O layer is implemented by the operating system that pages in and out a portion of the data array as needed. No multi-threaded component is used to avoid blocking the application while retrieving the data. The blocks of data defined by the scheme are typically 4Kbytes. Figure 6(a) shows performance tests executed on a Pentium III Laptop 500Mhz with 128M of RAM accessing a 1Gbyte dataset (\( 1k \times 1k \times 1k \) grid of char). The two schemes proposed here, 3-bits shift from section 5 and 1-bits shift from section 4 show the best scalability in performance. The blocking scheme with 16² chunks of regular grid shows the next best compromise in performance. The \( (i,j,k) \) row major storage scheme has the worst performance compromise because of its dependency on the slicing direction: best for \( (j,k) \) plane slices and worst for \( (i,j) \) plane slices. Figure 6(b) shows the performance results for a test run on an SGI MIPS R12000 300Mhz with 600M of memory available for the application. In this case the dataset is 8G (\( 2k \times 2k \times 2k \) grid of char).

### 7 Conclusions and Future Direction

Table 1: Structure of the hierarchical indexing scheme for binary tree combined with the order defined by the Lebesgue space filling curve.

<table>
<thead>
<tr>
<th>level</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-order index (2 levels)</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z-order index (3 levels)</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Z-order index (4 levels)</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Z-order index (5 levels)</td>
<td>0</td>
<td>8</td>
<td>4</td>
<td>12</td>
<td>2</td>
</tr>
</tbody>
</table>

- **i** - is the number of trailing groups of \( I \) zeros at the end of the bit-string;
- **\( C_l \)** - the number of elements in the levels coarser than \( i \) is \( C_l = (2^l)^i - 1 \) for \( i > 0 \), with \( C_0 = 0 \);
- **\( I''_l \)** - if an element has index \( j \) and belongs to the set \( S_l \) then \( \left\lfloor \frac{j}{2^l} \right\rfloor \) has one of its last \( l \) bits different from 0. The local index is then:

\[
I''_l(j) = \left\lfloor \frac{j}{2^l} \right\rfloor - \left\lfloor \frac{j}{2^{l+1}} \right\rfloor - 1.
\]

The computation of the final index \( I'(s) = C_l + I''_l(s) \) is then performed with the scheme of Figure 5. Note how the term sum \( C_l + I''_l(s) \) is computed directly by shifting \( I(s) \) to the right and adding the complement of its high bits. This can be done because \( C_l = 2^l(2^{l-1}) \) and hence \( C_l = \left\lfloor \frac{j}{2^{l+1}} \right\rfloor - 1 \) can be obtained directly by complementing the rightmost \( (k - i - 1) \) bits of \( \left\lfloor \frac{j}{2^{l+1}} \right\rfloor \).

Loop: While the last \( i \) bits are all zero,

- shift right \( i \) bits with incoming bits set to 0
- Perform the following arithmetic operation

![Diagram of the algorithm for index remapping for blocks that scale with a factor of 5 (three bits).](image)

### 6 Preliminary Tests: Orthogonal Slicing

This section presents some preliminary results based on the basic and widely used application of computing orthogonal slices of a 3D rectilinear grid of data at different levels of resolution. The data layout proposed here is compared with the two most common array layouts: the standard row major structure and the \( h \times h \times h \) block-wise decomposition of the data. Both practical performance tests and formal complexity analysis lead to the conclusion that the data layout proposed here allows to achieves substantial speedup when used at coarse resolution or in a progressive fashion with acceptable performance penalty if used only at the highest level of resolution.

### 6.1 Out-of-core Complexity Analysis

The out-of-core analysis reports the number of data blocks transferred from disk under the assumption that each block of data of size \( b \) is transferred in one operation independently of how much
out-of-core computation of general slices, progressively computed isosurfaces and navigation of large terrains.

Future direction that are being considered include the combination with wavelet compression schemes, the extension to general rectangular grids and to non-rectilinear hierarchies.
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1. Introduction

Modern dataset sizes present major obstacles to understanding and interpreting the significant underlying phenomena represented in the data. There is a critical need to support scientists in the process of interactive exploration of very large data sets. The goal of this exploration is to use coarse representations of broad views of the data set for purposes of identifying potentially interesting regions followed by narrower views at higher resolutions.

1.1 Problem Definition

The research described here focuses on developing database support for this method of scientific research based on interactive exploration of very large distributed multiresolution data. We believe that a major weakness of current scientific database efforts is the lack of a comprehensive model that encapsulates the structure inherent in the data. Such a model should allow a database system to store and access this data efficiently without needing to understand the meaning of the data for the application domain. The most important requirements for a data model for distributed multiresolution data include the following:

1. The model must be general-purpose while still able to rigorously encapsulate the most important aspects of the data.
2. In addition to describing the multiple resolution levels of a data set, it must be able to describe an adaptive resolution level, i.e., a single level of the data set that is itself composed of data that has different resolutions in different regions.
3. It must be able to describe both the physical domain in which the scientific phenomenon actually occurs (we call this the geometry of the problem) as well as the structure of the data that represents that phenomenon (which we call the topology of the data).
4. It must incorporate information about how data points in each level of the multiresolution representation relate to data points in the other levels. We have developed notions of support and influence which encapsulate these relations in an application-independent manner.

1.2 Summary of Research

The major components of our research include: MR/AMR Model. We are developing a data model for hierarchical multiresolution (MR) and adaptive multiresolution (AMR) data representations that supports interactive exploration of scientific data. This includes a model of error and error operations that helps keep the experimenter informed of the quality of data at various resolutions. Also, we characterize the kinds of operations that can be performed on MR/AMR data, especially as they relate to data in a distributed computing environment.

Geometry and Topology. Our data model distinguishes between the geometry and topology of a dataset, allowing us to characterize a wide variety of data types. This work should allow us to develop a taxonomy of scientific data that helps exploit regularities in both geometry and topology. We see the topology as a bridge between the scientist’s geometric data view and the index-oriented view of the underlying database.

Lattice Model. The lattice model is a single-level model of data that incorporates our ideas about geometry and topology, and is an important component of the formal model especially for representing adaptive resolution data. Geometry and topology forms the basis of a lattice class hierarchy that can efficiently represent a variety of scientific data.

Domain Representation. We are developing an efficient way to represent domains, and especially the extent of subdomains within an enclosing domain. The representation should be space efficient and quick to access. This work is particularly important because we represent certain metadata (e.g., extracted features, classifications) as labeled subdomains.

Data Storage. We must examine how to store the data points in the underlying database. Our approach is spatially coherent, i.e., given a point, we have efficient database access to its geometric neighbors.

Evaluation. The model will be evaluated by implementing a prototype and testing its performance with large datasets. Our goal is a system that is flexible and expressive enough to be of real assistance as the scientist works with the data.

2 Data Model Foundations

Pfaltz et al. [Pfaltz98] identify the major features of scientific data as large size, complex entities and relationships, and volumetric retrieval. However, we need a more rigorous definition if we hope to provide effective database support for scientific data. For our purposes, scientific data is a collection of values that represents some natural phenomenon. This phenomenon is a function over a multidimensional domain. The notion of a dataset domain is central to our model of scientific data. The value space of the
function defined over the domain usually consists of the cartesian product of the value ranges of several data attributes. This is equivalent to saying that any point in $D$ has a number of attributes — the value of the data function at that point. Each data value says something about a particular point in the domain.

We focus on scientific data that can be represented in a continuous k-dimensional data space [Cigno97]. If a data set consists of some attributes that are ordinal, independent, and defined on a continuous value range, the data set contains dimensional data, and those attributes are dimensional.

2.1 Geometry, Topology, and Neighborhoods

The terminology used in the literature to describe various systems of grids is not standardized. We are developing a more comprehensive and consistent framework for describing and defining grids that encompasses most reported grid structures, including both point and cell data organizations. We separately represent the underlying space in which the grid is defined, which we call the geometry, and the relationships implied by the grid, which we call the topology. Thus, the geometry of a data set refers to the space defined by the dimensions; the topology of a data set defines how the points of the grid are connected to each other. A data set’s topology is a graph with data points as nodes and arcs between nodes representing a neighbor or adjacency relationship.

This approach enables database support for application algorithms to process data either geometrically or topologically. In many cases, the topology and/or geometry do not have an explicit representation within the data set because they derive easily from the indexes of an array that stores the data points. The array and its index structure compose the computational space of a data set.

2.2 Error

Most scientific data contains some inherent error. This includes measurement error from sampling or computational error from simulation. Furthermore, operations and analyses may introduce additional error. Our model of scientific data includes localized error (i.e., it is estimated at every point within the domain [Wong95a]) as well as cumulative error.

2.3 Data Representation

Effective exploration tools for very large data sets are best developed on top of a rigorous conceptual model of the data. Such a model must be accessible to both the programmer and the user and must be able to adapt to the actual data in a natural and efficient way. Our data model that represents a promising foundation for describing scientific data that can be organized into a multiresolution hierarchy.

A rigorous definition of a data representation is the formal basis of our model of the scientist’s data set. Although the data set represents a phenomenon defined over a continuous domain (a geometric space with an infinite number of points), the data set is a finite sampling of this space. Consequently, our data representation is defined over a finite set of sample points, within the domain. A data representation has several components that define the domain, sample points, and value space of the data. See [Berg00] for more detail.

2.4 The Lattice Representation

Although the data representation definition is comprehensive enough to encompass most kinds of scientific data, it only represents the actual data and does not incorporate any notion of how the different data elements might be related in a grid structure. We incorporate the grid definitions into our data model by adopting and extending the lattice which includes a topology, as well as a data representation. Lattices are discussed in more detail in [Berg00].

2.5 Simple Data Model

Our notions of data representation and lattice are sufficient to represent a gridded scientific data set, but not the phenomenon that the data set is intended to model. Our notion of a data model uses the lattice to approximate the phenomenon in the domain, as well as the error. The approximating function is normally based on the sample points and returns a value that approximates the phenomenon in the domain.

3 Multiresolution Data Model

Although the basic data model described above represents a very wide range of basic data sets, it is not adequate as a model for multiresolution data. A multiresolution (MR) model allows a researcher to view data using resolutions ranging from very coarse to very fine (the original data). Using a coarse resolution can vastly reduce the size of the data that needs to be stored, manipulated, and displayed. It also serves as an overview of the entire dataset, allowing the researcher to pick out regions of interest without examining the original data directly. Once an interesting region has been identified, the researcher may examine it at finer resolutions, perhaps even accessing the original data. “Drilling down” allows the researcher to examine only data of interest at fine resolution, minimizing processing and display costs.

3.1 Multiresolution Data Representation

The MR representation offers a tradeoff between detail and efficiency. Incorporating multiple resolution capability into the data model allows the database system to provide direct support for managing and using data at the resolution most appropriate to the immediate task.

A reducing operator transforms one data model into another data model, where the new representation is smaller than the old [Cigno97]. This reduction introduces additional associated localized error which
must be modeled. An MR hierarchy is formed by repeated applications of reducing operations. The process is repeated a number of times until the size of the data has been reduced sufficiently or until further reductions would introduce too much error. Certain classes of wavelet functions form an ideal basis for reducing functions because of their localized error characteristics [Wong95a], but our model is also appropriate for very different kinds of data reduction techniques such as triangle mesh simplification [Cigno97].

3.2 Adaptive Multiresolution (AMR)

An adaptive resolution (AR) representation allows resolution to vary within a single lattice. The resolution near a point may depend on the behavior of the sampling function, on local error, or on the nature of the domain in the neighborhood of the point. A reducing operator that behaves differently over parts of D can define an adaptive multiresolution representation (AMR), which is an MR hierarchy in which each layer is an AR representation. For example, it can reduce resolution in areas with lowest error when forming the next level. It might also try to preserve resolution in areas of rapid value change and reduce resolution in less volatile areas. Because an AMR contains multiple resolutions within each level, it has the potential to achieve a representation with the same accuracy as MR using less storage. Alternatively, for a given amount of memory, it can retain increased detail and accuracy in important regions of the domain.

3.3 Support and Influence

Our model for MR is very general. In practice, most MR hierarchies are defined entirely by operations on the sampling set, and they often place further restrictions on a reducing function such as requiring spatial coherence. Typically, any neighboring set of sample points \( S_j \) in \( \lambda_i \) should map to a neighboring set of sample points \( S_k \) in \( \lambda_{i+1} \). \( S_j \) forms the support for \( S_k \) as shown in figure 1. For any point \( p \) there is a set of points in the next level that claim \( p \) as part of their support. We call this set of points the influence of \( p \) (see figure 1). By building the notions of influence and support explicitly into the data model (and into the database support system), we can provide a framework for better implicit support for efficient data distribution and distributed computation.

4 Taxonomy of Geometry and Topology

Since our representation of data must be efficient, it is worthwhile to categorize the way that data points lie in the geometry, and how they are connected in the topology. Our classification is motivated by the desire to exploit patterns within the spacing of the sample points, so the data can be represented efficiently. The taxonomy must be able to represent both cell and point based grids and transformations between them such as Delaunay and Voronoi techniques. Our software design for the lattice representation follows from this taxonomy. We are particularly interested in how much information must be stored in order to describe the geometry and topology of the dataset.

4.1 Periodic Tilings and Data

The study of tilings (tessellations) has some relevance to our research since topologies often define a tiling. A review of this field can be found in [Schatt97].

If a tiling is periodic, then it is possible to duplicate the tiling, translate it some distance, and place it down again so that it matches exactly with the original copy. That is, the tiling consists of a number of translated repetitions of some pattern of tiles. An important and related property of periodic tilings is that there exists a subset of the space \( S \) that can be repeatedly copied and translated throughout the space to complete the tiling. A minimal subset of this kind is called a fundamental domain or generating region.

![Figure 2. The fundamental domains of the 2D regular tilings.](image)

A regular tiling is a periodic tiling made up of identical regular polygons [Schatt97]. The three tilings shown in figure 2 are the only regular tilings for 2D space.

This approach does not explicitly distinguish between the geometry and topology components of a grid. The definition of a tiling includes aspects of topology but most concepts are geometry specific. We are adapting these ideas to our work with geometry and topology.

![Figure 3. A possible supercell implementation.](image)
We use the notion of the *supercell* to represent periodic sampling topologies. As shown in figure 3, a supercell represents a generating region for the topology, allowing the entire topology to be conceptually represented by a grid of repeated supercells while only storing a single supercell definition. If we can find where in the grid a point lies, we can very easily form a search key from the position in the grid (i.e. supercell identifier), and the position of the point within the supercell (i.e. point identifier). Such a technique promises a quick way to access a point’s data given its geometric position.

4.2 Regular Data

Usually, for scientific data to be considered regular, it must lie within a mesh of squares or cubes, perhaps displaced by a shear operation [Cigno97]. By this definition, data points arranged in a hexagonal fashion, as in case c of figure 2, would not be considered regular, though the first two would. However, this may only be the case because of the ubiquity of array storage. Researchers tend to think of regular data as any data that can be stored very easily in an array.

It should be possible to develop a rigorous definition of regular data. Besides being regular in the mathematical sense, the patterns in figure 2 have an interesting property: if we store the vertices (sample points) in an array, it is possible to map a point’s array indices to its locations in both the geometry and topology without using any other information. Since this property is of immediate interest to designers of scientific databases, it might serve well as a definition of regular scientific data.

4.3 Classifying Irregular Data

With irregular data, it is not possible to map array indices to a location in geometric space without using extra information, if at all. Of course, arrays may still be used to merely store the data points. Figure 4 shows examples of irregular data. In figure 4.a, there is no way to map indices to a geometric location without referring to the spacing between the rows and columns, which varies for each row and column. Therefore, the mapping between indices and geometry must take this spacing as another parameter, i.e. as “extra information”. The situation in figure 4.b is even worse. Here, there is no pattern whatsoever to the position of the sample points, so a simple mapping from indices to geometry is out of the question.

We further classify irregular data according to how much information is required to represent the pattern of sample points within the domain. In figure 4.a, points are lined up in rows and columns, so we only need to store the spacings for each row and column. The space required to store this information is proportional to the number of rows plus the number of columns. In figure 4.b, there is no pattern whatsoever to the sample points, so we must store coordinates for each individual point. Here, the space required is proportional to the number of points. Of course, it is possible to have datasets that combine these attributes, behaving in different ways along different dimensions.

5 Conclusion

We have developed a preliminary data model for describing distributed multiresolution scientific data sets. The model is intended to be the basis for a scientific data management support environment that can provide nearly transparent access to a multiresolution data set regardless of the MR algorithm used.
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1 Introduction

In a recent paper we presented a new fairing algorithm for irregular meshes that form a manifold, based on solving a non-linear fourth order partial differential equation (PDE) that only depends on intrinsic surface properties instead of being derived from a particular surface parameterization. This continuous PDE has a (representation-independent) well-defined solution which we approximate by our triangle mesh. Hence, changing the mesh complexity (refinement) or the mesh connectivity (remeshing) leads to just another discretization of the same smooth surface and doesn’t affect the resulting geometric shape beyond this. Our construction algorithm creates a mesh sequence by iteratively updating the vertices until the outer and inner fairness conditions are sufficiently satisfied, where the outer fairness determines the mesh geometry and the inner fairness the distribution of the vertices within the surface. To simplify the computation we factorize the fourth order PDE into a set of two nested second order problems thus avoiding the estimation of higher order derivatives.

When applying such a nonlinear fairing algorithm directly to large meshes various problems can occur. Large meshes often contain noise that has to be presmoothed before the Fairing iteration can start since the curvature discretization and the vertex update steps assume an already smooth surface. Moreover, a large mesh has a high vertex density which dramatically decreases the convergence rate of fairing algorithms, especially for nonlinear higher order schemes.

An elegant solution to such problems is to use multigrid techniques during the construction process, based on a fine-to-coarse hierarchical mesh representation. Here the necessary hierarchy levels are constructed using Hoppe’s progressive mesh approach with half-edge collapses. However, instead of reducing a mesh while trying to keep the details, we are more interested in creating a mesh whose smallest edge length is maximal while avoiding distorted triangles (long triangles with small inner circle). We start with the construction of a discrete solution on the coarsest level of the progressive mesh representation and then each solution on a coarse level serves as starting point for the iteration algorithm on the next finer hierarchy level. A presmoothing step thus only has to be applied on the coarsest level, later at each hierarchy level the mesh is already presmoothed by the multigrid fairing concept. Between two hierarchy levels we need a prolongation operator that introduces new vertices using the vertex split information of the progressive mesh.

2 Our fairing concept

Following the set-up presented in [8] to define fair surfaces satisfying $G^1$ boundary constraints, the PDE that determines our geometric fairness concept in this paper is defined as

$$\Delta_B H = 0,$$

which can be interpreted as one possible nonlinear analogon to thin plate splines. Here $\Delta_B$ is the Laplace Beltrami operator and $H$ the mean curvature. The PDE only depends on geometric intrinsics and is comparatively simple for a forth order equation. Because of the mean value property of the Laplacian, it is guaranteed that the extremal mean curvature values of a solution of (1) will be reached at the border and that there are no local extrema in the interior. Since constant mean curvature surfaces satisfy this equation, important basic shapes as spheres, cylinders and minimal surfaces satisfying $H = 0$ can be reconstructed.
3 Notation

We partition the vertices of a mesh $M$ into two classes, denoting the set of all border vertices with $V_B(M)$ and the set of all vertices in the interior of $M$ with $V_I(M)$. For each vertex $q_i$ of $M$ let $N(q_i)$ be the set of vertices $q_j$ that are adjacent to $q_i$ and let $D(q_i) = N(q_i) \cup \{q_i\}$ be its 1-disk. Let $H_i = H(q_i)$ denote the discrete mean curvature at the vertex $q_i$.

4 Construction algorithm

We will now present a short description of the construction algorithm for a mesh $M_S$ that is a discrete solution of equation (1), i.e. it satisfies the outer fairness criterion

$$\Delta_B H_i = 0 \quad \forall \ q_i \in V_I(M_S)$$

plus an additional inner fairness criterion. The input data for our algorithm consists of vertices and unit normals that form the $G^1$ boundary conditions and an initial mesh $M_0$ that interpolates the boundary vertices. The idea of the construction algorithm is to create a mesh sequence $M_k, k=0,1,2,...$ by iteratively updating the vertices, until the outer and inner fairness conditions are sufficiently satisfied.

Instead of solving a fourth order problem directly, we factorize it into two second order problems which are solved sequentially. The factorization idea is inspired by the following observation: Given a fixed Laplace-Beltrami operator, fixed mean curvature values at the boundary vertices $V_B(M^k)$ of a mesh $M^k$ and a fixed set of interior vertices $q_i^k \in V_I(M^k)$, (2) can be interpreted as a Dirichlet problem for the $H_i$, where the unknown scalar mean curvature values at the inner vertices are determined by a nonsingular linear system with a symmetric and positive definite matrix. Solving the resulting nonsingular linear system yields scalar values $\tilde{H}_i$ at all inner vertices $q_i \in V_I(M^k)$, that represent a discrete harmonic function. The idea is now to use this calculated scalar values $\tilde{H}_i$ to update each inner vertex $q_i$ such that $H(q_i^{k+1}) = \tilde{H}_i$, which is again a second order problem. Expressed in two formulas, this factorization of $M^k \rightarrow M^{k+1}$ becomes

$$\begin{align*}
I. \quad \Delta_B \tilde{H}_i &= 0 \\
II. \quad H(q_i^{k+1}) &= \tilde{H}_i
\end{align*}$$

∀ \( q_i^k \in V_I(M^k) \)

We determine the Laplace-Beltrami operator and the boundary mean curvature values by calculating the according values of the current mesh $M^k$. In practice, it is not necessary to solve the Dirichlet problem exactly. When we have determined the linear system, we apply some iteration steps of an iterative linear solver, using the current mean curvature values as starting values.

5 Multigrid approach

It is well known that the convergence of mesh fairing algorithms can be dramatically accelerated if multigrid techniques are integrated into the construction process [7, 4]. In our implementation we followed this idea. The necessary hierarchy levels are constructed using the progressive mesh approach [5] with half-edge collapses [6]. The number of hierarchy levels can be specified by the user. However, instead of reducing a mesh while trying to keep the details, we are more interested in creating a mesh whose smallest edge length is maximal while avoiding distorted triangles (long triangles with small inner circle).

Our multigrid algorithm exploits the fact that a coarse mesh already approximates the shape of the smooth surface that is implicitly defined by the PDE. Increasing the mesh size mainly improves the smoothness of the approximation (Fig 1). Therefore, we start with the construction of a discrete solution on the coarsest level of the progressive mesh representation.
and then each solution on a coarse level serves as starting point for the iteration algorithm on the next finer hierarchy level. Between two hierarchy levels we need a prolongation operator that introduces new vertices using the vertex split information of the progressive mesh. When adding a new vertex $q_i$, we have to take care that the outer fairness is not destroyed at that position. This is achieved in three steps, where the first two steps are similar to the prolongation operator used by Guskov et al. [4]:

• First we update the mesh topology and introduce $q_i$ at the position given by its inner fairness criterion, which is defined by local discrete Laplacians

$$ q_i = \sum_{q_j \in N(q_i)} \lambda_{ij} q_j $$

• In some cases the first step is not enough to avoid triangle distortions, therefore in the second step we further update the complete 1-ring of $q_i$. This means we solve the local linear problem $\Delta q_l = 0$ for all $q_l \in D(q_i)$.

• Since the second step disturbs the outer fairness, we finally solve $\Delta_B H_l = 0$ for all $q_l \in D(q_i)$ by applying the construction algorithm locally on the 1-disk $D(q_i)$.

Our construction algorithm assumes that the mesh is not a noisy surface. Therefore, before starting the multigrid algorithm we first construct at the coarsest level the solution of the problem based on discretizing the equation $\Delta^2 f = 0$. Later at each hierarchy level our mesh is already presmoothed by the multigrid fairing concept.
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Figure 1: Mesh fairing based on discretizing $\Delta_B H = 0$. The boundary condition is determined by 3 cylinders that are arranged symmetrically. a) shows the original mesh (920 vertices) and b) a reduced version with 118 vertices. In c) and d) we optimized the inner fairness with respect to a local uniform parameterization. In e) we chose a inner fairness condition that produces a mesh that is discrete conformal to the original mesh a). The influence of the mesh size and the vertex distribution is small, a fact that is exploited during the multigrid construction process.

Figure 2: Feature removal of a mesh with user defined boundary curve.
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Abstract

This paper presents a hierarchical algorithm to accelerate 2D LIC computation. A quadtree data structure, combined with vector field simplification metrics, are employed to provide the capability of selective LIC approximation. In the algorithm, each node of the quadtree is associated with a measure of “complexity” corresponding to the local flow field. At run time, a threshold is provided by the user to determine the degree of approximation. We report work in progress aiming to solve two fundamental problems: (1) Find an appropriate metric as a measure of the degree of vector field complexity. (2) Develop an approximate LIC algorithm to produce an image that gives a faithful representation of the vector field, i.e., it should have as much information as a normal LIC image.

1 Introduction

One of the most popular methods for vector field visualization is Line Integral Convolution, or LIC [1]. Since this method was first introduced in 1993, researchers have proposed many extensions to improve the computation speed [2, 3], to produce better LIC images [4, 5, 6], and to apply LIC to both steady and unsteady flow fields [7, 8, 9]. The popularity of LIC mainly comes from its effectiveness in depicting the flow directions everywhere in a dense vector field. The disadvantage of LIC, however, is that it is computationally expensive. Even though computing power has increased significantly in the last decade, the amount of data generated from numerical simulations has also increased by many orders of magnitude. In this paper, we present an algorithm that utilizes a hierarchical scheme to accelerate LIC computation, and to make interesting features of a vector field stand out against the relatively uninteresting background.

The main cost of computing LIC images is streamline advection. To reduce the computation time, previously Stalling and Hege have proposed a fast-LIC method [2] which performs convolution incrementally for pixels along a streamline to reduce the overall number of streamlines being computed. In addition, adaptive step size control for a Runge-Kutta numerical integration method is also employed by the fast-LIC method to further speed up the computation. In contrast with the fast-LIC method, the technique presented in this paper adopts a different approach. Instead of computing accurate streamlines everywhere to cover the entire field, streamlines are computed approximately and selectively based on the underlying vector field features. In parts of the vector field where the flow directions are fairly straight or similar across a local region, only one streamline is computed and the same streamline is used by the points in the entire neighborhood to perform convolution. Our goal is to reduce the number of streamlines computed and simplify the LIC computation, and thus reduce the total computation cost.

To make the algorithm suitable for applications that have different visual quality and interactivity requirements, it is very important that different levels of approximations to be provided and controlled. To achieve this goal, we use a quadtree hierarchical data structure to provide the capability of selective approximation when computing 2D LIC images. In our algorithm, each node of the quadtree is associated with a measure of “complexity” corresponding to the local flow field. At run time, the user provides a threshold to specify the minimum complexity level to displayed. If the measure associated with a given node is lower than the user supplied value, the corresponding flow field region is simplified and approximate LIC is performed in the region. Otherwise, the algorithm subdivides the region into smaller parts and performs the same test recursively. To make possible such a hierarchical LIC computation, two key issues need to be addressed:

1. Find an appropriate metric as a measure of the degree of complexity for the local areas of the underlying vector field.

2. Develop an approximate LIC algorithm to produce an image that gives a faithful representation of the vector field, i.e., it should have as much information as a normal LIC image.

In the following, we present our hierarchical LIC algorithm addressing the above two problems. We first briefly overview the LIC algorithms. We then describe the error metrics that are used in the quadtree hierarchical data structure. Two approximate methods for LIC computation are discussed, and experimental results demonstrating both the image quality and computational speed of the algorithm are presented.

1.1 Related Work

The Line Integral Convolution method is a texture synthesis technique that can be used to visualize two-dimensional vector field data. Taking as the input a vector field and a white noise image with the same resolution as the vector field, LIC computes convolution of the input noise image using the following algorithm: For each pixel, streamlines in both the positive and negative directions are first calculated. The pixel’s convolution result is computed by weighted-averaging the image values of the pixels along the streamline paths. As a result, the intensity values of the pixels along each streamline are strongly correlated so the directions of the flow field can be clearly visualized.

While LIC is effective in visualizing 2D vector fields, it is quite computationally expensive. Stalling and Hege proposed an extension to speed up the process [2]. Their work is based on two key observations. First, a streamline starting from any point in the domain actually passes through many pixels. For those pixels, only one rasterized streamline is sufficient to produce the convolution and thus redundant numerical integrations can be avoided. The second observation is that adjacent pixels along the same streamline use very similar sets of pixel values for the convolution. Therefore, the LIC value computed for one pixel can be reused by its neighbors with small modifications to accelerate the convolutions. By reducing the number of streamlines computed and speeding up the LIC convolution, Stalling and Hege’s new method can gain a great saving in computing the LIC.
The main idea of this paper is to further speed up the LIC computation by adopting vector field simplification methods and hierarchical data structures [10, 11]. While the remaining of the paper discusses our algorithm for accelerating the standard LIC method, we believe that combining our algorithm with the fast-LIC algorithm can be very effective.

1.2 Measure for simplification

To allow different levels of approximations, we need to provide error measures to characterize the degree of complexity in the regions of the vector field. We use the term “complexity” to measure the parallelism between the streamlines, i.e., how the flow directions in a local region are similar to each other. We have implemented two measures to represent the complexity of the vector field. One is the magnitude of curl, and the other is the metric proposed by Heckel et al.[10]. Our goal is to make regions with features like vortices and saddle points have a high degree of complexity. Uninteresting parts such as straight flows, on the other hand, are considered to have a low degree of complexity.

The measures are calculated for each point in the field at a preprocessing stage, and a quadtree is built out of the information. During the actual LIC image computation stage, we traverse the quadtree in a depth first manner. We adopt the convention that a low value of the measure implies that the region can be simplified, and a high value suggests that there might be interesting features in the region, and we should subdivide the region further; i.e., go down the current quadtree level. Thus the measure we are using denotes complexity. We do not simplify a region even if only one point within it has a complexity value higher than the user defined threshold. This is achieved by keeping track of the maximum value of complexity for each region, and it is this value that is kept at each node of the quadtree.

1.2.1 Curl

The curl at a point in a vector field is defined as the cross product between the divergence of the vector field at that point and the vector given by the field at that point. Mathematically, it has the form:

$\nabla \times \mathbf{F} = \left( \frac{\partial F_y}{\partial x} - \frac{\partial F_x}{\partial y} \right) \mathbf{e}_z$

where $F_x$ and $F_y$ are the x and y components of the vector. A intuitive geometrical interpretation of curl at a point would be that it gives a measure of how much the vector field curls around that point. Thus the magnitude of curl at the center of a whirlpool would be very high, and that of a point in the middle of a straight flow would be zero. The quadtree preprocessing for curl is straightforward. We first calculate the magnitude of curl for each point in the vector field, and then build the quadtree over the vector field in a bottom up fashion. Each node of the tree stores the maximum value of curl in the region the node represents.

The magnitude of curl represents a local measure of complexity for the flow, as only the vectors from a point’s adjacent points are used in the calculation. A very low curl at a point means that the flow is almost parallel at that point. But it would not necessarily mean that the flow is parallel some distance from the point. Potentially, this nature of locality can become problematic when simplifying the LIC computation as the streamline convolution path originating from each point has a much wider span. Some experimental results are presented and discussed in the result section.

1.2.2 Streamline Distance Error

Another flow complexity measure that we chose to use was proposed by Heckle et al.[10]. For each point, the metric represents the difference between the accurate and the approximate streamlines originating form the point in question. More specifically, the error is measured as the sum of distances of the corresponding points on the two streamlines, as shown in Figure 1.

Generating a quadtree out of this measure is slightly different from the maximum quadtree method that we use for the curl metric. At the lowest level of the quadtree, say a $2 \times 2$ block, we calculate the error at each point as the distance between the actual streamline originating from that point and the approximate streamline, which is a translated streamline computed from the center of the $2 \times 2$ block. The leaves store the maximum of the error distances of the four points in the $2 \times 2$ block. For the next level, we follow the same steps for the $4 \times 4$ region a node represents. This time, the value at the node is the maximum of the error distances of the sixteen points in the region, and the error distances are computed with respect to the streamline of the center point of this region. Note that this center point is different from any of the center points of the $2 \times 2$ sub-regions of this region.

To approximate a LIC image, this metric is believed to be more intuitive if we are to translate an approximate streamline across a region to perform the convolution. If the translated streamline does not model the actual streamline well, the distance would be high and thus we need to use a finer level of quadtree approximation. Before we present the approximation result using this metric, we first we discuss our LIC approximation methods in the next section.

1.3 Approximating LIC

For a region that has a low complexity measure, we intend to limit the calculation of streamlines as much as possible, i.e., use only one (or possibly a few) streamline to approximate the flow directions for the whole region. In the following we describe two methods for approximating LIC using the quadtree-based hierarchical vector field simplification measure that we have discussed.

1.3.1 Streamline Translation

Our first method is to translate an approximate streamline to each point of a local region and use the approximate streamline trajectory as the LIC convolution path. For a region that is determined to
be simplified, we select one point, near the center of the region, and calculate the actual streamline originating from this point and perform rasterization of the streamline. To calculate LIC for any other point in the region, we translate the rasterized streamline from the center point by a displacement vector (the vector from the central point to the current point that we are approximating the streamline for), and use it to perform the same convolution as the standard LIC. Figure 2 shows an example of our algorithm. Consider the grid point that is to the left of the current point. Since we assume that the shape of the streamlines is similar, we just translate the current streamline one unit to the left to get the approximate streamline for the new point.

1.3.2 Pseudo LIC

We have also experimented with Pseudo LIC (PLIC) proposed by Verma et al., which uses texture mapping to generate LIC-like textures. PLIC places seed points for streamlines on a uniform grid, which might be sparser than the grid of the output image. (Compare this to the traditional method of LIC, in which seed points for streamlines are pixels of the output image). To generate flow textures, a rectangular LIC texture of a straight field is warped and texture mapped onto the streamline. The quality of PLIC output depends on how sparse the seed points are, and how wide and how long the rectangular patch used for texture map is. More details can be found in [12].

In our algorithm, the streamline is calculated at the central point of the region to be simplified. Instead of performing regular LIC convolution for each point in the region, we texture map a rectangular patch from a previously calculated LIC image of a straight vector field onto the streamline. The catch is that the seed points are no longer uniformly spaced, and we need to calculate a proper width and length for the rectangular patch depending on the size of the region we are simplifying.

2 Results and Discussion

In the following, we first give qualitative assessments on the merits and demerits of the metrics we use, and then discuss the speedups and the result images.

We have applied our algorithm to a 400 × 400 two dimensional vector field with three vortices and two saddle points. Figures 3-6 show results using the streamline translation method for LIC approximation with the curl and the streamline distance as the error metrics. Figures 7-10 were generated using PLIC approximation with the same set of error metrics. Figure 11 is the traditional LIC image for comparison. The streamline distance error metric is calculated using a streamline advected to a length of 40 units. The images generated using the streamline translation method use a convolution length of 40 units, while the Pseudo LIC images are convolved to 20 units.

From the figures we note that when the curl is used as a metric, the image begins to show noticeable artifacts around the vortices. The reason for this can be better understood from the image of the magnitude of the curl of the vector field in Figure 12. The curl is very high at the saddle points and also at the centers of the vortices. But as we move away from the vortex centers, the curl falls to levels that are comparable to areas with a straight flow. This happens because curl is calculated locally, while the streamline calculated for generating the LIC images spans a much greater region. Thus one of the drawbacks of curl is that it fails to capture the global features to the field.

The streamline distance error metric is very well suited for the translation method of approximating streamlines. Since the error is calculated using the same translated streamline that is later used for approximation, it tells us exactly how good or bad the approximation is. The effects of simplification when using the streamline distance error metric, however, start to appear near the saddle points. From the images of the various levels of the distance error in Fig 13 and 14, we notice that the error is high for the vortices but really low around the saddle points.

Based on the above observations, neither curl nor the streamline distance error appear to be the perfect metric for vector field simplification on their own right. It is likely that a combination of both the curl and the streamline distance would prove to be much more faithful in representing the ‘complexity’ of regions of vector fields.

Using either of the LIC approximation methods, appreciable speedup can be achieved (see Figure captions) with different degrees of convolution artifacts. The tradeoff between image quality and computation speed is controlled by the user. The streamline-translation method produces artifacts as the coherence becomes weaker between the pixels that are adjacent to each other but in different regions of the quadtrees simplification. In addition, the correlation between the pixels in the region that is simplified is also disturbed as the convolution paths for the pixels that are along the same streamline in the original field now become slightly different as a result of the streamline approximation. However, for the flow regions that have low complexity, the differences are small in general. Pseudo LIC seems to be a much better candidate for approximation. We do not see discontinuity along the boundaries of the regions that are simplified. In the original Pseudo LIC algorithm, streamlines are uniformly spaced. For our purposes, we have to place them according to the quadtrees traversal, which results in non-uniform placement. This causes different parts of the final image to have different intensities because they have different amounts of texture mapped values deposited on them. We solve this problem by starting new streamlines from points which do not have a minimum number of texture mapped deposits on them.

3 Future Work

There is scope for more work on both the error metrics and the LIC approximation methods. We believe we can produce a better metric by combining more than one property of the vector field, in this case the curl and the streamline distance. As far as approximation is concerned, we can use concepts of fast-LIC in our algorithm.

Figure 2: LIC approximation using streamline translation
to achieve higher speedups. Finally, the use of a hierarchical algorithm should prove very useful for producing three dimensional LIC images, where the challenge is both computational speed and selective display of information.
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Fig 3. Streamline Translation, metric: curl, speedup: 21.2%

Fig 4. Streamline Translation, metric: curl, speedup: 50.3%

Fig 5. Streamline Translation, metric: distance, speedup: 34.1%

Fig 6. Streamline Translation, metric: distance, speedup: 52.6%

Fig 7. Pseudo LIC, metric: curl, speedup: 23.6%

Fig 8. Pseudo LIC, metric: curl, speedup: 43.3%
Fig 9. Pseudo LIC, metric: distance, speedup: 25.3%

Fig 10. Pseudo LIC, metric: distance, speedup: 47.5%

Fig 11. Original LIC algorithm
Time: 33.6s

Fig 12. Magnitude of curl shown as a gray scale image

Fig 13. Streamline distance error for the level 2x2

Fig 14. Streamline distance error for the level 4x4
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1 Introduction

We present a new method for simplifying large data sets that contain material interfaces. Material interfaces embedded in the meshes of computational data sets are often a source of error for simplification algorithms because they represent discontinuities in the scalar or vector fields over a cell. By representing material interfaces explicitly in a data simplification process, we are able to provide separate field representations for each material over a single cell and, thus, to represent the fields much more accurately. Our algorithm uses a multiresolution tetrahedral mesh supporting fast coarsening and refinement capabilities and error bounds for feature preservation. We represent a material interface or other surface of discontinuity as the zero set of a signed distance function. This representation makes it possible to maintain continuity of the surface across cell boundaries. It also makes it possible to represent more complex interface structures within a cell, such as T-intersections. Within a cell, a field is represented on either side of the surface of discontinuity by separate linear functions. These functions are determined by true and “ghost” values of the field at the vertices of the cell. By requiring that each vertex have only one ghost value for a given field and material, we are able to avoid introducing spurious discontinuities in the fields at cell boundaries.

The use of linear functions determined by ghost values makes it unnecessary to divide the original cells in the mesh along the surface of discontinuity, avoiding the resultant introduction of complex cell types and field representations. It also decouples the field representation from the representation of the surface of discontinuity, making it easier to represent fields when the material interfaces are more complex. Both the signed distance function that defines the surface of discontinuity and the ghost values that determine the field representations are handled very simply during refinement and coarsening of the mesh ensuring that all spurious discontinuities can be avoided with a minimum of computation and memory effort. We have applied our algorithm to simplification of a test problem from a well known fluid dynamics code with excellent results. Graphical and numerical results are presented. Furthermore, our multiresolution representation can be applied to other kinds of surfaces, e.g. isosurfaces.

2 Multiresolution Tetrahedral Mesh

As the geometric basis for our simplification algorithm we use the subdivision of a tetrahedral mesh presented by Zhou et al [1]. This framework has an important advantage over other multiresolution spatial data structures such as an octree—it makes it easy to avoid introducing spurious discontinuities into our representations of fields. The way we perform the binary subdivision ensures that the tetrahedral mesh will always be a conformant, i.e., all edges in the mesh end at the endpoints of other edges and not in the interior of edges. The simplest representation for a field within a tetrahedral cell is just the unique linear function that interpolates field values specified at the cell’s vertices. In the case of a conformant mesh, this natural field representation will be continuous across cell boundaries, resulting in a globally $C^0$ representation.

We have generalized the implementation presented by Zhou et al by removing the restriction that the input data needs to be given on a regular rectilinear mesh consisting of $(2^N + 1) \times (2^N + 1) \times (2^N + 1)$ points. A variety of input meshes can be supported by interpolating field values to the vertices of the multiresolution tetrahedral mesh. In general, any reasonable interpolation procedure may be used. In some cases, the procedure may be deduced from the physics models underlying the simulation that produced the data set. In other cases, a general-purpose interpolation algorithm will be appropriate.

We construct our data structure as a binary tree in a top-down fashion. Data from the input data set, including grid points and interface polygons, are assigned to child cells at the time that their parent is split.

The other basis for our algorithms is the ROAM system, described in [2]. ROAM uses priority queue-driven split and merge operations to provide optimal real-time display of triangle meshes for terrain rendering applications. The tetrahedral mesh structure used in our framework can be regarded as an extension to tetrahedral meshes of the original ROAM data structure for triangle meshes.

Since our data structure is defined recursively as a binary tree, a representation of the original data can be computed in a preprocessing step, and we can utilize the methods developed in ROAM to efficiently select a representation that satisfies an error bound or a desired cell count. This makes the framework ideal for interactive display.

Strict $L^\infty$ error bounds are incorporated into the subdivision process, see Section 5 below.

3 Representing Material Interfaces

In the class of input datasets with which we are working, material interfaces are represented as triangle meshes. In the case that these triangle meshes are not known, they are extracted from volume fraction data by a material interface reconstruction technique described in [3] and [4] (The
volume fractions resulting from numerical simulations indicate what percentages of which materials are present in each cell. Such an interface reconstruction technique produces a set of crack-free triangle meshes and normal vector information that can be used to determine on which side and in which material a point in space lies.

Within one of our tetrahedra, an approximate material interface is represented as the zero set of a signed distance function. Each vertex of a tetrahedron is assigned a signed distance value for each of the material interfaces in the tetrahedron. This value is simply the minimum distance from the vertex to the interface. The sign of the distance is given by the side of the interface on which the vertex lies.

Figure 1 shows a two-dimensional example of two triangles forming a conformant mesh, crossed by an interface (shown in red). The minimum distances from the vertices of the triangles to the interface are shown as dotted lines. The distances for vertices on one side of the interface (say, above the interface) are assigned positive values and those on the other side are assigned negative values. These signed distance values at the vertices will then determine linear functions in each of the triangles and the approximated interface (shown in blue) will be the zero set of these linear functions. Because the mesh is conformant, the linear functions in the two triangles will agree on their common side, and the zero set will be continuous across the boundary. The situation in three dimensions is analogous, with the word “triangle” replaced by “tetrahedron”.

We note that, in order for the interface representation to be continuous across cell boundaries, it is necessary both that the mesh be conformant and that each vertex have at most one signed distance value for each interface.

The signed distance values for a vertex are computed when the vertex is created during the tetrahedral refinement process.

5 Error Bounds and Refinement Strategy

The error bounds employed in our framework are similar to the nested error bounds used in the ROAM system. Each cell has two associated kinds of error values, field errors and material interface errors.

Field errors are first calculated for leaf cells and are then propagated up the hierarchy. So far, we have only worked with input data sets that may be considered to consist of discrete grid points. In this case, the computation of error bounds for leaf cells is straightforward—the error for a leaf cell is simply the maximum of the errors associated with all the grid points from the input data set that it contains. When fields in the input data set are considered to have

4 Representing Discontinuous Fields

Once we have approximated the interfaces within a cell, we must decide how to represent fields on either side of the interface. Our algorithm represents the discontinuity by constructing a linear field representation for each material in the cell. When a vertex does not lie in a given material, the field value associated with that material is called a ghost value.

The use of ghost values is illustrated in Figure 2. The material on the upper side of the interface is represented by brown and the material on the lower side is represented by green. The two upper vertices lie in the brown material and, thus, have regular values for the field in the brown material. These values are indicated by the solid brown circles. The empty green circles indicate that these vertices require ghost values for the green material. Similarly, the lower circles lie in the green material and, thus, have regular values for the field in the green material (solid green circles) and require ghost values for the field in the brown material (empty brown circles). Once we have such ghost values, we can define linear representations for the field in the two regions by the usual interpolation. If we maintain a conformant mesh and assign only a single ghost value for a given material to a vertex, then our field representation will be discontinuous where it should be (across the interface) but not across cell boundaries (which would be a spurious discontinuity). Once again, the situation in three dimensions is analogous, with the word “triangle” replaced by “tetrahedron”.

In our current implementation, we choose as the ghost value for a given vertex, field, and material the value of the field at the point in the material that is closest to the cell. These points are, of course, exactly the points that were used to determine the distance map that defines the approximation to the interface.

The ghost values for a vertex are computed when the vertex is created during the tetrahedral refinement process.
values over finite volumes, the computation of leaf cell errors will be more complex.

The field error \( e_f \) for a non-leaf cell is computed from the errors associated with its two children according to:

\[
  e_f = \max\{e_{T_1}, e_{T_2}\} + |z(v_c) - z_T(v_c)|
\]

where \( e_{T_1} \) and \( e_{T_2} \) are the errors of the children; \( v_c \) is the vertex that splits the parent into its children; \( z(v_c) \) is the field value assigned to \( v_c; \) and \( z_T(v_c) \) is the field value that the parent assigns to the spatial location of \( v_c, \) equivalently, \( z_T(v_c) = \frac{1}{3}(z(v_0) + z(v_1)) \), where \( v_0 \) and \( v_1 \) are the vertices of the parent’s split edge. This error bound is nested in the sense that the error of a child is guaranteed not to be greater than the error of the parent.

The material interface error associated with a leaf node is the maximum of the errors associated with each of the interfaces in the node. For each interface, the error is the maximum distance between the approximate representation of the interface in the cell and those polygons that define the true interface and which are contained in the cell.

We initially refine our mesh to meet a user-determined error bound on the location of interfaces. The mesh is then further refined, using the ROAM algorithms, to minimize the error in a given field consistent with a given tetrahedron count.

6 Results

We have tested our algorithm on a data set resulting from a simulation of a hypersonic impact between a dense projectile and a less dense metal block. The simulation uses a logically rectilinear mesh of dimensions 32x32x52. For each cell, the density and pressure values are available, as well as the per-material densities and volume fractions. The physical dimensions in \( x, y, \) and \( z \) directions are \([0,12] \times [0,12] \times [-16,4.8] \).

There are three materials in the simulation: the projectile, the block, and empty space. The interface between the projectile and the block consists of 38 polygons, the interface between the projectile and empty space consists of 118 polygons and the interface between empty space and the block consists of 17574 polygons.

Figures 3 shows a cross section view of the mesh created by a cutting plane. The black lines are the original interface polygons intersected by the plane, and the magenta lines are our approximation to the interface. The interface approximation error is 0.15. An error of 0.15 means that all of the vertices in the original material interface meshes are no more than that a physical distance of 0.15 from their associated interface approximation. This is equivalent to an error of \((0.5 - 1.5)\%\) when considered against the physical dimensions. A total of 3174 tetrahedra were required to approximate the interface to an error of 0.15. The overall mesh contained a total of 5390 tetrahedra. A total of 11990 tetrahedra were required to approximate the interface to an error of 0.15 and the density field to an error of 3. The maximum field approximation error in the cells containing material interfaces was 2.84 and the average field error for these cells was 0.007.

These error measurements indicate that separate field representations for the materials on either side of a discontinuity can accurately reconstruct the field.

Figures 4 and 5 compare density fields generated using linear interpolation of the density values to fields generated using separate field representations on either side of the discontinuity. Figure 5 shows that using explicit field representations in the presence of discontinuities can improve the quality of the field approximation. This can be seen in the flat horizontal and vertical sections of the block where the cells approximate a region that contains the block and empty space. In these cells, the use of explicit representations of the discontinuities leads to a very accurate representation of the density field. The corresponding field representations using linear interpolation, shown in Figure 4, do a very poor job of capturing the discontinuities. Furthermore, Figure 5 captures more of the dynamics in the area where the projectile is entering the block (upper left corner). The linear interpolation of the density values in the region where the projectile is impacting the block smoothes out the density field, and does not capture the distinct interface between the block and the projectile. Figure 6 shows the density field from Figure 5 with our approximation to the interface and without the cell outlines.

7 Conclusions and Future Work

We have presented a simplification method for scientific data sets that explicitly represents material interfaces in mesh cells. Our algorithm constructs an approximation that can be used in place of the original data set for visualization purposes. Explicitly representing the material and implicit field discontinuities allows us to use multiple field representations to better approximate the field within each cell. The use of the tetrahedral subdivision allows us to generalize our algorithm to a wide variety of data sets and to support interactive level-of-detail exploration and view-dependent simplification. Future work will extend our error calculations to support complex input cell types such as tetrahedra and curvilinear hexahedra. Our current ghost value computation assumes that the field is constant on the other side of the interface. Higher-order extrapolation methods should be investigated for ghost value computation to determine if a superior field approximation can be obtained. Similarly, material interfaces are defined by approximations based on linear functions. The tradeoff between cell count and higher-order approximation methods should be investigated to determine if a better approximation can be obtained without a great increase in computational complexity. Finally, we plan to apply our algorithm to more complex unstructured data sets.
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Figure 3: Cross section of the tetrahedral mesh showing the original interfaces and interface approximations.

Figure 4: Density field using linearly interpolated density values (interface error = 0.15).

Figure 5: Density field using explicit interface representations and separate field representations (interface error = 0.15).

Figure 6: Figure 5 without the cell outlines.
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1 Abstract

We present an automatic crest lines extraction method from 3D triangulated meshes. We use a bivariate polynomial to approximate the surface locally and calculate the principal curvatures and directions on every vertex and a tracing algorithm to extract the crest lines. We show crest lines on various triangulated meshes and evaluate their invariance under rotation and stability under scaling.

Keywords:3D triangulation, crest lines, principal curvatures.

2 Introduction

Crest lines are 3D lines on a surface that provide a satisfactory geometrical representation of important physical properties such as anatomical features in the case of medical images [1].

Lengagne et al [1], extract crest lines from 3D triangulations. This method has problems regarding the derivative calculation of the largest curvature because it makes a very rough approximation of the derivative that fails in many cases.

Guéziec [3] extracts crest lines using a B-spline parametrization of the skull. Although, such a parametrization is the most accurate, is very expensive and most importantly it can not be used to parametrize every surface.

Khaneja et al [2] implemented a dynamic programming algorithm to extract crest lines from triangulations that is stated to have noise immunization. This method is semi-automatic and was applied to medical data only. The problem is it requires the presence of an expert to define start-end points for every crest line; thus this method fails when there is no expert or the expert fails to identify topologically correct points.

We propose a method that solves the problems appearing in [1], is automatic in addition to [2] and can be applied in any surface as long as it is represented by a triangulated mesh in contrast to [3].

This article is organized as follows. In Section 3 we briefly describe the underlying theory of our method. Sections 4, 5 present the method and the experimental results.

3 Theory

In this section, we briefly give the theoretical aspects of this work.

3.1 Crest lines

Crest lines are local shape features of a surface. They are as the set of all points satisfying

\[ D_{t_1} k_1(u,v) = 0 \]  

(1)

where \( k_1 \) is the largest principal curvature and \( t_1 \) is its direction in the \((u,v)\)-domain.

They are shape features with the main characteristic of using local information to yield a global description of the surface.

3.2 Parametrization

We use a quadratic bivariate polynomial to parametrize locally the surface.

The patch we use has the type

\[ x(u) = au^2 + buv + cu^2 + du + ev + f \]

(2)

where \( u = (u,v) \) is a point on the domain, \( x(u) \) is a point on the surface and \( a, b, c, d, e, f \) are the coefficients of the patch.
3.3 Least Squares fitting

We use the least squares [4] method to fit (2) on a point set. Here we define the problem and describe the domain calculation.

Problem: Given a point set \( D = \{ p_i \}_{i=0}^L \) we want to find an approximating patch \( b(u, v) \), such that

\[
\sum_{i=0}^L ||p_i - b(u_i, v_i)||^2
\]

is minimized.

The first step is the domain calculation i.e. the calculation of the parameters \( u_i = (u_i, v_i) \) that correspond to \( p_i \). In other words, we have to calculate the domain parameters \( u_i \) of the prospective range values \( p_i \). The procedure we use is due to Hamann [6]. Here we rapidly give the steps.

In order to approximate the principal curvatures at a point \( x_i \) do:

1. Get the neighboring points of \( x_i \).
2. Compute the best plane \( P \), passing through these points.
3. Define an orthonormal coordinate system in \( P \) with a point in \( D \) as the origin.
4. Project all the points of \( D \) onto the plane \( P \) and represent their projections with respect to the local coordinate system in \( P \).

The final points are the wanted domain points. In our case, the plane \( P \) is the plane with normal vector the normal vector on a vertex of the triangulated mesh.

The second step is the patch fitting. We solve the linear system

\[ D = FX \]

which is equivalent to minimizing 3. \( D \) is the given point set, \( F \) is the domain values of this point set \( D \) and \( X \) are the unknowns, the coefficients of the polynomial 2.

4 Method

Here, we describe the method we propose for automatic crest line extraction. The method is two-fold. The first step approximates the principal curvatures and directions on every vertex of the triangulation and the second step traces the crest lines.

The first step is:

For every vertex \( v_i \) of the mesh,

1. Get the star of \( v_i \), denoted by \( \text{star}(v_i) \).
2. Fit the quadratic patch (2) on \( v_i \) and \( \text{star}(v_i) \).
3. Compute the principal curvatures and their corresponding directions on \( v_i \).

Then we evaluate whether a vertex is a crest point. The local neighborhood of a vertex \( v_i \) of a triangulated mesh is its \( \text{star}(v_i) \). We can utilize the definition (1) and directly calculate the directional derivative of the largest curvature of every vertex like Lengagne et al [1] or using numerical differences but the derivative is very noise sensitive and it fails to provide consistent values many times especially on irregular triangulated meshes. In fact, we have experimented using the numerical differences method and it, often, does not give acceptable results. Consequently, we take a different approach.

We use the interpretation of definition (1) where a point is a crest point if its largest curvature is locally maximal in its corresponding direction.

Therefore, after calculating the principal curvature \( k_i \) and its corresponding domain direction \( t_i \) of a vertex \( v_i \), we use the domain values of the \( \text{star}(v_i) \) as follows:

- The domain values of the \( \text{star}(v_i) \) are \( (u_1, \ldots, u_L) \), \( L \) is the number of vertices in the \( \text{star}(v_i) \) and \( u_0 \) is the domain value of \( v_i \).
- Find the edge \( (u_0, u_m) \), \( m \in [1, L] \) closest to \( t_i \).
- Find the edge \( (u_0, u_j) \), \( j \in [1, L] \) and \( j \neq m \) closest to \( -t_i \).
- Get the largest curvature of the corresponding vertices \( k^m_i \) and \( k^j_i \).
- If \( (k^m_i)^2 - (k^m)^2 > e \) and \( (k^j_i)^2 - (k^j)^2 > e \) then \( v_i \) is a crest point.

where \( e \geq 0 \) controls the level of maximality.

The second step of the method is the tracing of crest lines over the mesh. Let the mesh consist of \( N \) vertices. The algorithm is:

1. Initialize linelist \( L \) and set the number of lines \( j = 0 \).
2. Set the id of the current vertex $i = 0$.
3. if $v_i$ is not visited and is a crest point
   • call $traceCrestLine(v_i, l_j, "first")$.
   • call $traceCrestLine(v_i, l_j, "last")$.
   • increase $j$.
4. If $i < N$ increase $i$ and goto step 3.

The procedure $traceCrestLine(v_i, l_j)$ is:
1. Mark $v_i$ as visited and add it to line $l_j$.
2. Get all the vertices of $star(v_i)$ that are crest points and are not visited. Let their number be $n$.
3. If $n = 1$ then goto step 1 for the new vertex, else exit.

When we call $traceCrestLine$ with the argument "first" it adds every point on the beginning of the line, otherwise with the argument "last" adds every point on the end of the line. Therefore, we can trace the maximum line segment possible and not just parts of a line.

5 Results

We have tested our algorithm on various meshes. Firstly, we used regular triangulated meshes representing different kinds of vases. Figures 1 and 2 show the crest lines superimposed on vase1 and vase2, respectively. Figure 3 shows the crest lines for vase2 after scaling two times in $x$ and $y$ coordinates, before extracting crest lines. They are very stable, even though, we stretched the object. The only problem on the crest lines is that they are slightly translated from their actual position, as it is visually observed. This problem occurs because we trace crest lines over the vertices of the mesh.

Figures 4 and 5 show the crest lines extracted from the triangulated mesh of the Stanford bunny in two different mesh resolutions. Bunny2 consists of 8171 vertices and 16301 facets. Bunny3, which is a decimated version of bunny2, consists of 1889 vertices and 3751 facets. To obtain these results we set the threshold $e = 3.0$ and $e = 0.5$ for bunny2 and bunny3, respectively. Even though the level of resolution is quite different, we get very similar results. The substantial difference is that the crest points of bunny2 are much more stable than bunny3's in terms of their level of maximality.

Moreover, even with these nice results we have some artifacts. Lines that should not exist or very small lines. These can be removed by deleting the lines that have less than a given number of points. This keeps the most significant lines.

Figure 6 shows the crest lines extracted as in [1]. Clearly, they are very different and too many lines appear that should not exist. The problem that causes all these artifacts is the derivative calculation of the largest curvature.
6 Conclusions

In this work, we have presented a method for crest lines extraction. We used a bivariate polynomial to calculate principal curvatures and directions on every vertex of the mesh and used definition (1) to decide when a vertex is a crest point. Later, we gave an algorithm to trace the crest lines over the mesh and stored them in a useful data structure for future use. Finally, we shown its efficiency on various triangulated meshes, and evaluated the invariance of crest lines under rigid transformations and stability under stretching.

In future work, we intend to implement a quantitative comparison method using crest lines, improve noise control and make a parallel implement-
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1 Introduction

Tensors are the language of mechanics. Therefore, tensor field visualization is a challenging issue for scientific visualization. Scientists and engineers need techniques that enable both qualitative and quantitative analysis of tensor data sets resulting from experiments or numerical simulations. A topology-based visualization method of symmetric, second-order tensor fields in two dimensions has been designed for that purpose [1]. It focuses on one of the two eigenvector fields corresponding to the minor or major eigenvalues. Like the vector case, the displayed graph consists of so-called degenerate points (where both eigenvalues are equal) connected by particular integral curves, the separatrices. This technique proved to be suitable for tensor fields with simple structure because the extracted topology contains few degenerate points and separatrices, leading to a comprehensible structure description. However, for tensor fields with complicated structure (like those encountered in turbulent flows, for instance), topology-based methods result in cluttered pictures that confuse the interpretation.

Our hierarchical method merges close degenerate points into one, which simplifies the topology and clarifies its depiction, though globally maintaining the qualitative properties of the original data. It is the extension to the tensor case of a paper we presented at the IEEE Visualization 2000 Conference [2]. We assume a planar, piecewise bilinear interpolated, symmetric, second-order tensor field over a structured grid. The degenerate points are determined first. A clustering strategy is then applied on the resulting set of degenerate points. This leads to a grid partition into cell clusters such that the distance between degenerate points in each cluster is below a user-prescribed threshold. After this, we merge the degenerate points lying in each cluster to get the desired scaling effect. Finally, we determine and integrate the resulting separatrices.

The clustering strategy has been already presented earlier for vector fields [2]: Starting with the whole domain as initial cluster, one computes the distance of the degenerate points to their midpoint. If this distance exceeds a prescribed threshold, the cluster is split into two subclusters along an edge polyline chosen to optimize the distance criterion in the resulting subclusters. The merging process and the analysis of the resulting degenerate points present new aspects and are detailed in the following.

We have applied our method to a swirling jet simulation with evolving turbulence. In this case, the topology is clarified, the separatrices easier to track while the significant structural features have been preserved.

2 Eigenvectors and Eigenvalues

First, we give here the analytic expressions of the eigenvalues and eigenvectors of a symmetric, second-order tensor. We denote the considered tensor field as follows:

\[ T := \begin{pmatrix} \alpha & \beta \\ \beta & \gamma \end{pmatrix} \]

where \( \alpha, \beta \) and \( \gamma \) are bilinear scalar functions in \( x \) and \( y \).

Except in the special case where the matrix is diagonal, the system to solve leads to the following expressions. The eigenvectors are \( \vec{\sigma}^\pm := (v_1, v_2^\pm)^T \) with

\[ v_1 = 2\beta \quad \text{and} \quad v_2^\pm = (\gamma - \alpha) \pm \sqrt{(\alpha - \gamma)^2 + 4\beta^2} \]
The associated eigenvalues are (with the same notations)

$$
\lambda^\pm = \frac{(\gamma + \alpha) \pm \sqrt{(\alpha - \gamma)^2 + 4\beta^2}}{2}
$$

That is, $\lambda^+$ is the major eigenvalue associated with eigenvector $(v_1, v_2^+)^T$ and $\lambda^-$ is the minor eigenvalue associated with eigenvector $(v_1, v_2^-)^T$.

### 3 Local Topology Deformation

In each cluster, we aim at locally simulating the fusion of all preexisting singularities while preserving consistency with the original global topology. Practically, we must remove the degenerate points, replace them by a single one and let the cluster boundary unchanged. Like in the vector case, we achieve it as follows. We first remove all quadrilateral cells in the cluster. Then we add a new vertex at the cluster center, associated with a degenerate tensor value. At last, we cover the resulting empty domain by linear interpolated triangles joining the new vertex to those on the cluster boundary. Yet, contrary to the vector case, a degenerate tensor value is not unique and may be any isotropic tensor (i.e. of the form $\lambda I_2$). Fortunately, one can suppress the isotropic component of the tensor field (one gets then the so-called deviator component) for it does not modify the topology of its eigenvectors (see [3], Theorem 1). That is, one associates a zero matrix value with the new vertex.

### 4 “Parallel” Positions Localization

Once such an artificial degenerate point has been created, we need to determine its local structure to find the positions of its separatrices. As a matter of fact, separatrices are integral curves that bound the so-called hyperbolic sectors of a singularity (see [2], section 4.2.1). For that reason, boundary curves and type of the sectors must be found. As the singularity lies inside a piecewise linear domain, one can show that its structure may be fully identified on the piecewise linear edges on the boundary of its containing cluster. For each such edge, one has the following configuration: One is given a segment $\overline{M_1 M_2}$ with linear parameterization $t \in [0, 1]$ on which a linear varying, symmetric, second-order tensor field is defined. Furthermore, one is given the cluster center position $\Omega$ that does not lie on $\overline{M_1 M_2}$. Now, we seek on $\overline{M_1 M_2}$ the positions $M(t)$ where the vector $\Omega M$ is parallel to the eigenvectors, that is

$$
\Omega M \wedge \vec{v} = 0.
$$

The linear parameterization can be written

$$
M(t) = (1 - t) M_1 + t M_2, \quad t \in [0, 1].
$$

Thus

$$
\Omega \bar{M} \wedge \vec{v} = \Omega M_1 \wedge \vec{v} + (1 - t) M_1 \bar{M}_2 \wedge \vec{v}.
$$

With the notations

$$
\begin{align*}
\Omega M_1 &=: (x_1, y_1)^T \\
M_1 \bar{M}_2 &=: (\delta_x, \delta_y)^T
\end{align*}
$$

and supposing $\beta(t) \neq 0$, the “parallel” condition becomes

$$
\begin{vmatrix}
  x_1 + (1 - t) \delta_x \\
  y_1 + (1 - t) \delta_y \\
\end{vmatrix}
\begin{vmatrix}
  (\gamma - \alpha) & \pm \sqrt{(\alpha - \gamma)^2 + 4\beta^2} \\
\end{vmatrix} = 0
$$

($\alpha$, $\beta$ and $\gamma$ are here linear functions in $t$).

Straightforward calculus leads finally to a cubic polynomial equation in $t$ that we solve with an analytic method. The positions found are the possible locations of separatrices.
5 Sector Type Identification

Because of the sign indeterminacy, the sector type identification cannot be obtained by the method described in the vector case. As a matter of fact, the distinction between hyperbolic and elliptic type is impossible without additional information. For that reason, we use the tensor index defined by Delmarcelle [4]. Between two consecutive “parallel” positions, we compute the angle variation of the considered eigenvector field (see Fig. 1). Depending on the sector type, one gets

\[ \Delta \alpha = \theta \]  in the parabolic case

\[ \Delta \alpha = \theta - \pi \]  in the hyperbolic case

\[ \Delta \alpha = \theta + \pi \]  in the elliptic case

which enables a sector type identification. When a hyperbolic sector is found, its boundary curves are then integrated to form the topological graph.

![Figure 1: Angle variation in the parabolic, hyperbolic and elliptic case](image)

6 Results

We show next the results of our method applied on the rate of strain tensor field of a swirling jet simulation. The dataset is almost axisymmetric, a property that is quite well preserved by our algorithm. The grid is structured and has 124 x 101 cells ranging from 0 to 9.87 in x, resp. -3.85 to 3.85 in y. The original topology presents 61 degenerate points and 131 separatrices while the topology scaled with threshold 0.4 has 31 singularities and 76 separatrices and the topology scaled with 0.8 has 15 degenerate points and only 42 separatrices. (The degenerate points created artificially are shown in yellow).
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Figure 2: Original topology: 61 degenerate points

Figure 3: Simplified topology: threshold=0.4, 31 degenerate points

Figure 4: Simplified topology: threshold=0.8, 15 degenerate points
Simplification of Tetrahedral Meshes Using a Quadratic Error Metric
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In order to effectively visualize the results of huge numerical simulations it is critical that the size of datasets be efficiently reduced to a manageable size. Various methods have been developed to address this problem by constructing sequences of tetrahedral meshes approximating scalar-valued functions. Several methods rely on iterative vertex insertion. For example, methods described by Hamann and Chen [HC94] and Cignoni et al. [CdFM +94] start with a coarse initial tetrahedral mesh and then refine this mesh by inserting vertices in regions having large approximation errors. Such methods provide explicit bounds on the maximal errors at the vertices of the resulting tetrahedral approximations.

Recently, Popovic and Hoppe [PH97] have extended the edge collapse algorithm of Hoppe [Hop96], to arbitrary simplicial complexes. The special case of tetrahedral meshes has been considered by Cignoni et al. [CMPS97], Staadt and Gross [SG98], and Trotts et al. [THJ99]. The algorithm discussed in [CMPS97] orders edge collapses by considering the variation of the field gradient along edges. The method described by Staadt and Gross orders edge collapses by assigning to each edge a cost that depends on the variation of the scalar value along the edge, the change in volume introduced by collapsing the edge, and the increase in the average deviation from equilateral shape of the tetrahedra affected by the collapse. The methods described by Trotts et al. determine an order for edge collapses by computing upper bounds for the function value and domain boundary errors.
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Figure 1: Height field analogy for computation of the error metric. The error of a point $p$ approximating a vertex $v$ is given by summing the squared distances of $p$ to the planes containing the triangles incident at $v$.

We present a technique which extends the algorithm of Garland and Heckbert [GH98], originally designed to simplify triangle meshes by iteratively merging the vertex pairs leading to least estimated error according to a quadratic (or "quadric") error metric. Garland and Heckbert’s method is one of the most efficient triangle mesh simplification algorithms to date [LT99], and computes locally optimal locations for the edge collapse targets. Extending this technique to tetrahedral meshes with associated scalar fields, we use a quadratic error metric that incorporates the shortest perpendicular distance from a given point (the target of an edge collapse) to the hyperplanes spanned by tetrahedra in the region around the collapsing edge. In contrast to the method described earlier by Trotts et al., we measure error in terms of Euclidean distance in 4D space, rather than in terms of a combination of domain boundary error and function value error (see Fig. 1).

In addition, we introduce a spring term to the error metric to keep vertices near their initial locations in 4D. The resulting tetrahedra tend to be more nearly equilateral, provided that this is also true of the tetrahedra in the initial mesh. For datasets with constant or linearly varying regions, such as the Heaviside3D dataset shown in Fig. 2, collapses could otherwise happen in an order which would lead to tetrahedra having great variation in edge length.
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Figure 2: Data sets simplified to 1% with non-optimal vertex placement: (a) The Blunt Fin (from 428,202 tetrahedra in 18 minutes on a Pentium III 450 MHZ w/ 256 MB RAM) (b) the Skull (from 2,713,500 tetrahedra in 1 hour, 45 minutes on an R10K with 2GB RAM), (c) Heaviside3D (from 20,250 tetrahedra on an R10K with 512 MB RAM). The Blunt Fin is visualized by several isosurfaces, and the Skull by a single isosurface. The Heaviside3D data set is displayed as its boundary, shaded by scalar value.


1 Introduction

Physical phenomena often vary substantially in scale. There can be large regions where a given physical quantity only varies slightly. At the same time, there can be small regions where the same quantity changes rapidly. Adaptive mesh refinement (AMR) [1, 2, 3], a technique used in computational fluid dynamics (CFD) to simulate phenomena characterized by drastically varying scales, combines the topological simplicity of structured rectilinear grids permitting efficient computation and storage of the result with the adaptivity to changes in spatial resolution of unstructured grids.

Figure 1 shows a simple AMR hierarchy consisting of three grids in two levels. The root level consists of one grid. This coarse grid is refined by two fine grids. The boundaries of the fine grids are drawn as bold lines to make them distinguishable. Locations of the data values are denoted by solid circles.

Isosurface extraction is one of the most commonly used methods for the visualization of scalar-valued volume data. An isosurface is the surface that passes through all points in the volume where the scalar value is equal to a specified isovalue. Scalar AMR data poses challenges when one extracts isosurfaces. If close attention is not paid at the borders between different hierarchy levels, discontinuities in the final isosurface triangulation will arise. The goal of our work is to devise a method that avoids these cracks.

2 Related Work

Little research has been published regarding the visualization of AMR data. Norman et al. [9] translate an AMR hierarchy into finite element hexahedral cells with cell-centered data and other formats which can take advantage of standard visualization tools (AVS, IDL, and VTK) but preserving the hierarchical nature of the data. Ma [6] describes parallel rendering of AMR data. While he resamples the data to vertex-centered data, he still uses the hierarchical nature of AMR data and contrasts it to resampling it to the finest available resolution. Max [7] describes a sorting scheme for cells for volume rendering and uses AMR data sets as one application of his method.

Isosurfaces are a commonly used technique for the visualization of scalar fields. Our work is based on the marching cubes (MC) method, introduced by Lorensen et al. [5]. The volume is traversed cell-by-cell, and the part of the isosurface within the current cell is constructed. This is done by classifying each vertex as either being inside (i.e., its value being less than or equal to the isovalue) or outside (i.e., its value being greater than or equal to the isovalue) the isosurface. For each of the 256 possible combinations, there exists an entry in a look-up table (LUT) containing a triangle list for that case. The vertices of these triangles are the intersection points between the isosurface and the edges of the cell. These intersection points are computed by linear interpolation.

The LUT of the original article contained errors which could result in cracks in the extracted isosurface. This is due to ambiguous cases where different possibilities for the isosurface within a cell exist, see Nielson et al. [8]. Van Gelder et al. [4] provide a detailed description of this problem and describe a solution that produces topologically correct isosurfaces and provide a proof that in order to do so more than one cell must be considered at once.

If topological correctness of the isosurface is sacrificed, it is
possible to take special care in the generation of the LUT, and to avoid the cracks in the final isosurface without looking at surrounding cells. In our work, we use the LUT from VTK, see http://www.kitware.com/ for further details, which avoids cracks by a carefully devised LUT.

3 First Approach

If the original grid cells for each grid of the AMR hierarchy are used for cell-based isosurface extraction, several problems arise. The MC method expects data values to be associated with cell vertices. The AMR method provides function values at cell centers. Thus, the data set needs to be re-sampled, i.e., interpolated values have to be calculated at cell vertices. This is a problem since AMR simulations are based on the finite-difference method. There is no inherent interpolation scheme for the data that is continuous at cell borders. The MC algorithm in turn approximates the isosurface by interpolating between values at the vertices. The resulting isosurface would be derived from the original data by two consecutive interpolation steps.

Furthermore, this scheme results in cracks at the borders between two different hierarchy levels. This problem arises, because the resampling yields “dangling” nodes in the fine grid. Even if an interpolation scheme is used that is consistent between levels, i.e., it assigns the same value to the dangling nodes as the interpolation in the coarse grid does, an MC approach still produces cracks in the isosurface.

This is illustrated in Figure 2. The intersection of the isosurface with the cell face is shown as dashed line. The MC method approximates this with a line segment in the coarse grid. For a refinement ratio of two, this coarse cell face is shared with four fine cell faces. The data values present in both grids are shown as solid circles. Additional samples in the fine grid are shown as rectangles. If the values in the outlined rectangles are chosen to be consistent with the values in the coarse grid, there is no problem along the edges because MC will choose the same intersection points for both the coarse and the fine cells. The value in the middle between the four fine cell faces poses a problem. For the isosurface segments to match up, this value must be chosen in a way that the polyline becomes a line. To achieve this, all points on the fine faces would have to lie on a plane (treating the value associated with each point as height). Since this is not generally the case for the four vertices, the point in the middle cannot be chosen in a consistent way with all four vertices.

Other multiresolution methods have encountered the same problem [11, 10] and proposed solutions for it. However, since the “dangling node” problem is a result of the resampling process that in itself poses a few problems, we decided to develop a different approach.

4 Use of Dual Grids

We solve the problems described in the last section by using a dual grid for contouring. This dual grid is defined by the original samples at the cell centers by considering them as vertices of a vertex-centered grid. This is illustrated in Figure 3 for the AMR hierarchy from Figure 1. The original AMR grids from Figure 1 are drawn with dashed lines. We note that this process shrinks all grids by one grid in each direction. The next section describes how this gap can be used to avoid discontinuities in the final isosurface. The dual grid approach generalizes to the 3D case.

5 Stitching 2D Grids

The use of the dual grids results in a gap between the hierarchy levels. This gap can be used to merge the different hierarchy level seamlessly. We fill this gap in a stitching step. The resulting stitch mesh is constrained by the boundaries of the coarse and the fine grids. Furthermore, it must not subdivide any edges of the existing
6 Stitching 3D Grids

The index-based approach can be generalized to the 3D case. In the simple case of one fine grid embedded in a coarse grid, quadrilaterals, edges and vertices of the fine grid must be connected to the coarse grid. Along each of the two directions of the face, a decision is made to connect to a vertex or an edge. The combination of these two decisions results in each quadrilateral being connected to either a vertex, a line segment (in the two possible directions) or another quadrilateral. The cell types resulting from these connections are pyramids, deformed triangle prisms and deformed hexahedral cells, shown in Figure 5.

The edge case can be thought of as a combination between vertex and edge case of the 2D case. If the viewing direction is parallel to the edge (so that it appears to the viewer as a point), it must always connect to two perpendicular edges of the coarse grid. In the direction along the edge, one connects it to a point or a parallel edge. The combination results in the edge to be connected to either two perpendicular edges or two quadrilaterals of the coarse grid. This results either in tetrahedra or deformed triangle prisms as connecting cells, shown in Figure 6.

The vertex case is the combination of two 2D vertex cases. This results in each vertex being connected to three quadrilaterals of the coarse grid via pyramid cells.

In the case of the coarse grid being refined by more than one fine grid, each coarse grid point must be checked for being refined. Edges might be “upgraded” to the quadrilateral case (for two adjacent edges). Vertices can be “promoted” to edges or even quadrilaterals, for the case of more than two grids meeting at a given location. This results in a large number of possible cases to be considered.

7 Results

The results of using dual grids, generating stitch cells and extending MC to handle the new polyhedral cell types is shown in Figure 7. It shows an isosurface created form two levels of an AMR hierarchy. One fine grid is embedded in a coarse grid. The isosurface generated for the coarse grid is colored red, the isosurface generated for the fine grid is colored blue, and the isosurface generated for the stitch cells is colored green. The resulting isosurface is seamless at the boundaries between the two levels.

8 Future Work

Future work will be directed at multiple grids embedded in a coarse grid. Furthermore, the use of a generic triangulation scheme satisfying the outlined constraints is under consideration. This would allow the use of our method for other AMR data, where the grids are not necessarily axis-aligned, e.g., data sets produced by the AMR method of Berger et al. [2].
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Abstract:
We present a method for the hierarchical approximation of functions in one, two, and three variables. The input to our method is a coarse decomposition of the compact domain of a function in the form of intervals (univariate case), triangles (bivariate case), and tetrahedra (trivariate case). We compute best linear spline approximations, understood in an integral least squares sense, for functions defined over triangulations and refine triangulations using repeated bisection. This requires the identification of the interval (triangle, tetrahedron) with largest error and splitting it into two intervals (triangles, tetrahedra). Each bisection step requires the recomputation of all spline coefficients due to the global nature of the best approximation problem. This is done efficiently by bisecting multiple intervals (triangles, tetrahedra) in one step and by using sparse matrix representations for the matrices resulting from the normal equations. The spline coefficients are readily found using an efficient sparse matrix system solver.

The linear spline we use for the approximation function is a linear combination of hat basis functions with associated spline coefficients. At an arbitrary spline knot location the associated hat function has a value of 1 and varies linearly to 0 from this knot to the neighboring knot(s) and is 0 at all other knot locations. From approximation theory, the spline coefficients can be found using the system $Mc = F$ where $M$ is an $N \times N$ matrix (where $N$ is the number of spline knots) whose entries are the inner products of the hat functions; $c$ is the spline coefficient vector of size $N$; and $F$ is a vector of size $N$ whose entries are the inner products of the hat functions with the input function.

A spline segment in the univariate case and a minimal triangulation of the convex hull of the input function in the bivariate and trivariate case initially approximate the input function. Spline coefficients are computed for the initial approximation to produce the first level of the hierarchy. Error between the approximation function and input function is estimated using the $L^2$ norm of the difference between the two functions. Error estimation is performed at an interval (triangle, tetrahedron) level such that local errors are established. The top 10% of intervals (triangles, tetrahedra) with the highest local error values are bisected and spline coefficients recomputed to produce the next
successive level in the hierarchy. These steps are repeated until a global error tolerance is achieved.

Due to the nature in which we refine the approximation at each iteration, we can take advantage of the small changes that occur in the system $Mc = F$ between each level. Unaffected entries are reused and the entries that are affected are computed. It is possible to implement a system solver that takes advantage of these small changes as well, although in our particular implementation we found that much more computation time is spent updating $F$ than the combined time of updating $M$ and using a conventional sparse solver to find the coefficients. The cause of this bottleneck is the need for high-resolution integration over the input function because low-resolution integration schemes result in poor spline coefficients that are not useful. Our implementation relies upon a Romberg integration scheme that produces good results.

When approximating a function containing finite data, an improvement on the method is to consider only original data sites during the bisection step. Here, the splitting of the interval (triangle, tetrahedron) occurs at the nearest original data site to the midpoint, not at the analytical midpoint as before. This provides a natural upper bound to the total number of subdivision steps and permits the reference of original data sites. Approximation storage requirements are reduced as a result.

First derivative information can be used in the spline coefficient computation to refine the approximation. Using this information reduces over- and under-shoots near high gradient areas that appear in the spline approximation. The amount of first derivative information use is controlled by weight coefficients to allow more flexibility in the approximation.

First derivative information can also be used in the error computations to penalize intervals (triangles, tetrahedra) that cover high gradient regions. These intervals (triangles, tetrahedra) are then more likely to be split during the bisection step. The result is a higher concentration of intervals (triangles, tetrahedra) near high gradient regions and fewer in the less interesting low gradient field. Again, the contribution of the first derivative component is governed by weight coefficients.

Modify the inner product used above in the spline coefficient and error computation to include the weighted first derivative information. The applicability of the first derivative information depends upon the input function. It is difficult to choose a single set of weights to govern the first derivative information for all types of input.

Goals considered in the design of this method are: simplicity, generality, efficiency, compact representation, and applicability. Simplicity of the method is guaranteed by the use of well-known spline approximation methods and small topological changes during subdivision. The method is general enough to be applied to functions of any number of variables as well as multi-valued functions. Computation is reasonably efficient when using sparse matrix representations. The generated approximations can be stored compactly since only the coefficients and small topological changes occur between each
level, and the approximations are easily rendered using conventional visualization techniques.